Opportunities for Cross-Layer Design in High-Performance Computing Systems with Integrated Silicon Photonic Networks
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Abstract—With the ever growing complexity of high-performance computing (HPC) systems to satisfy emerging application requirements (e.g., high memory bandwidth requirement for machine learning applications), the performance bottleneck in such systems has moved from being computation-centric to be more communication-centric. Silicon photonic interconnection networks have been proposed to address the aggressive communication requirements in HPC systems, to realize higher bandwidth, lower latency, and better energy efficiency. There have been many successful efforts on developing silicon photonic devices, integrated circuits, and architectures for HPC systems. Moreover, many efforts have been made to address and mitigate the impact of different challenges (e.g., fabrication process and thermal variations) in silicon photonic interconnects. However, most of these efforts have focused only on a single design layer in the system design space (e.g., device, circuit or architecture level). Therefore, there is often a gap between what a design technique can improve in one layer, and what it might impair in another one. In this paper, we discuss the promise of cross-layer design methodologies for HPC systems integrating silicon photonic interconnects. In particular, we discuss how such cross-layer design solutions based on cooperatively designing and exchanging design objectives among different system design layers can help achieve the best possible performance when integrating silicon photonics into HPC systems.

Index Terms—High-performance computing, silicon photonics, cross-layer design.

I. INTRODUCTION

The emergence of novel applications (e.g., machine learning) with high computation and communication requirements and the continuous advances in CMOS integration density have driven the trend for integrating many processing nodes in today’s high-performance computing (HPC) systems. State-of-the-art HPC systems have multiple manycore general-purpose processor chips with tens of cores (e.g., AMD EPYC processor family with up to 64 cores [1] and Intel’s Xeon Platinum processor family with up to 56 cores [2]), connected by a network-on-chip (NoC) architecture and with up to 8 sockets of these chips interconnected together. Emerging graphics processing units (GPUs) and neuromorphic accelerator chips with hundreds to thousands of cores are now further pushing the boundaries of on-chip and off-chip communication architecture design. For instance, NVIDIA’s GPU chips with the Turing architecture have more than 4000 CUDA cores [3] and AMD’s Navi/RDNA GPU architecture supports more than 2500 cores [4]. As another example, Cerebras recently unveiled an artificial intelligence (AI) accelerator processor chip with 1.2 trillion transistors and 400,000 (lightweight) cores [5]. While such a chip may not be representative of commercially-viable mainstream processors, it points to a future where hundreds to thousands of CPU, GPU, and AI cores will need to be connected together with high bandwidth and low power interconnect solutions.

The fundamental communication infrastructure in today’s HPC systems relies on electrical interconnect technology for intra-chip and inter-chip communication. However, such conventional interconnects will fail to deliver the performance requirements of future complex HPC systems: electrical interconnects cannot provide bandwidth, latency, and energy requirements for emerging applications, especially as HPC systems scale [6]. Indeed, the overall system performance in HPC systems is determined not only by the computation power of each individual node, but most importantly by how...
In particular, any variation in the critical dimensions (in fabrication process and runtime temperature fluctuations), such devices, however, are susceptible to inevitable variations to pave the way for their integration into HPC systems. All of these attempts to mitigate the impact of fabrication and thermal variations in silicon photonic modulators, optical multiplexers and demultiplexers, optical filters, and photodetectors. There have been many successful demonstrations of these fundamental devices to pave the way for their integration into HPC systems. All of such devices, however, are susceptible to inevitable variations in fabrication process and runtime temperature fluctuations. In particular, any variation in the critical dimensions (e.g., waveguide thickness or width) of a silicon photonic waveguide can considerably impact the device performance [8], [9], often in terms of imposing higher losses and crosstalk noise, both of which impact the energy efficiency of silicon photonic devices. Such device inefficiencies can accumulate in a system, considerably degrading the system performance. For example, it was shown that fabrication process variations can decrease the optical signal-to-noise ratio (OSNR) in silicon photonic interconnects by up to 20 dB [8]. Similar to the impact of fabrication process variations, temperature variations can significantly degrade the performance of silicon photonic interconnects because of the high thermo-optic effect in silicon. For example, [10] indicated a considerable increase in system power loss in silicon photonic interconnects due to runtime temperature variations.

There have been many efforts to mitigate the impact of inevitable fabrication and thermal variations in silicon photonic interconnects. While the silicon photonic interconnect design space is multi-layer (i.e., device, circuit, architecture, and operating system, see Fig. 1), such efforts very often focus only on a single design layer in silicon photonic interconnects. Consequently, there is a gap between what a design solution can improve in one design layer, and what it might impair in another one. On the other hand, cross-layer design solutions involve enhancements at one or more of the device, circuit, architecture, and system (operating system and/or middleware) layers in a cooperative manner. Such techniques have the potential to be significantly more effective than single-layer techniques in achieving holistic design goals such as energy efficiency and higher reliability under different variations.

In this paper, we review some of the recent efforts in implementing cross-layer design solutions in HPC systems integrating silicon photonic interconnects to mitigate the impact of fabrication and thermal variations in the system. In particular, we discuss the main requirements to enable such cross-layer design solutions, and provide examples from our prior work on cross-layer optimization techniques to minimize crosstalk and improve system performance and reliability under runtime thermal variations.

The rest of the paper is organized as follows. Section II reviews some of the fundamental challenges in silicon photonic devices that impact the system performance in HPC systems integrating silicon photonic interconnects as well as some single-layer design solutions to address such challenges. We present some of our recent efforts on enabling cross-layer optimization techniques in HPC systems integrating silicon photonics in Section III. Finally, we discuss our conclusions in Section IV.

II. SILICON PHOTONIC CHALLENGES AND SINGLE-LAYER DESIGN SOLUTIONS

We start by an overview of a silicon photonic interconnect in a HPC system. Fig. 2 shows an abstract overview of a silicon photonic interconnect between two intellectual property (IP) cores (IPi and IPj) in a HPC system. As can be seen, an optical signal, which is often generated by an off-chip laser, couples to the waveguide through a grating coupler (see Figs. 2a and 2b). The optical signal is then modulated based on electronic data from the source IP core (IPi) and through silicon photonic modulators (e.g., microring resonator modulator (MRR) in Fig. 2c). The modulated signal travels through a silicon photonic interconnect network that often includes many switching elements to route signals between different source and destination IPs (e.g., MRR-based switching element in...
Fig. 3. Resonant wavelength ($\lambda_{res}$) shift in a microring resonator as a result of variations in the waveguide width and thickness (x-axis). As can be seen, the resonant wavelength shifts with any variations in the critical dimensions (width and thickness) of the microring resonator.

At the receiver, the desired optical signal is dropped into a photodetector and eventually converted to electronic data, which is received by the destination IP core (IP, see Fig. 2e). In silicon photonics, we can transfer multiple optical wavelengths simultaneously through a single waveguide. The number of wavelengths used per waveguide is often referred to as the degree of wavelength division multiplexing (WDM), with each wavelength enabling the transfer of a stream of bits (in parallel with other wavelengths) to support high bandwidth transfers.

There is attenuation and performance degradation throughout all the steps discussed in Fig. 2. This section reviews some of the fundamental challenges at the silicon photonic device level in terms of vulnerability to fabrication and thermal variations and aging effects, all of which impact performance and energy efficiency of HPC systems integrating silicon photonic interconnects. Moreover, we review some of the common single-layer design solutions (e.g., device-layer) to mitigate the impact of such effects in HPC systems integrating silicon photonic interconnects. Note that there are other challenges and single-layer (e.g., those at the circuit-layer) design solutions in HPC systems integrating silicon photonics. We focus on a few examples at the device-layer in this paper.

A. Silicon Photonic Device Challenges

To realize reliable silicon photonic interconnects, it is critical to align the central optical wavelengths of different components in such networks, particularly when employing many optical wavelengths (i.e., optical channels) for dense wavelength division multiplexing (DWDM). However, the fundamental building blocks in silicon photonic interconnects are considerably sensitive to fabrication process variations. Fabrication process variations mostly originate in the fabrication process (e.g., lithography effects, chemical polishing), contributing to different variations in the waveguide thickness, linewidth, dopant, etc. [11]. Such variations deviate central wavelengths among different components in silicon photonic interconnects, leading to performance degradation, or in the worst-case, system failure. For instance, a single nanometer change (due to fabrication variations) in the critical dimensions of a microring resonator, a fundamental building block in silicon photonic interconnects [12], can shift the central optical wavelength (i.e., MRR resonant wavelength) of the device by $\approx 2$ nm [8] (see Fig. 3). Such deviations in DWDM networks, with a typical channel spacing of 0.2 to 1 nm, are absolutely unacceptable, imposing high OSNR degradation and increasing the bit-error-rate (BER) in the network [13].

In addition to fabrication process variations, silicon photonic devices are sensitive to runtime temperature fluctuations. Such thermal instability is due to the high thermo-optic effect of silicon. In particular, this is of concern when such devices are integrated and packaged with electronic devices in HPC systems, where chip-scale temperature variations can reach up to 30 degrees [13]. Silicon refractive index is temperature dependent (due to the thermo-optic effect) and follows

$$n = n_0 + \frac{dn}{dT} \Delta T, \quad (1)$$

where $n_0$ is the silicon refractive index at room temperature, $\frac{dn}{dT}$ is the thermo-optic coefficient of silicon that is in the range of $1.8 \times 10^{-4}$ K$^{-1}$ [14], and $\Delta T$ is the chip temperature variation. As a result, similar to the impact of fabrication process variations, temperature variations can considerably degrade the performance of silicon photonic interconnects because of the high thermo-optic effect in silicon. For example, in addition to fabrication process variations, the resonant wavelength of an MRR is also sensitive to thermal variations with up to a 7.4 nm shift in the resonance on a state-of-the-art 64-core processor chip (see Fig. 3) [15]. Such a resonance shift causes wavelength coupling failures, prompting the need for dynamic MRR tuning.

Devices such as MRRs often use current injection tuning to switch between resonance modes and also to compensate for resonance drifts. Current injection tuning involves applying a positive or negative voltage bias to an MRR’s PN-junction (between the core and cladding) to inject or remove free carriers into or from the MRR core. For high frequency operation and lower power consumption, an MRR’s PN-junction is typically operated under a negative voltage bias or...
reverse bias [16] (otherwise known as carrier depletion mode of an MRR). The application of this voltage bias generates an electric field across the MRR’s core and cladding boundary. Similar to MOSFETs, this electric field generates voltage bias temperature induced (VBTI) traps at the core/cladding (silicon/silicon dioxide) boundary of the MRR over time (i.e., VBTI aging). In [17], we demonstrated for the first time how these VBTI aging induced traps alter carrier concentration in the silicon core of MRRs, which incur resonance wavelength drifts and increase optical scattering loss in MRRs to degrade their quality (Q) factors.

B. Single-Layer Design Solutions

Due to the fabrication and thermal variations discussed in the previous section, devices such as MRRs are susceptible to resonance wavelength shifts (see Figs. 3 and 4), which prevent accurate modulation, switching, and filtering for detection. Such deviations impose performance degradations in silicon photonic interconnects especially when using multiple wavelengths in such interconnects. The proposed single-layer solutions to address variation-induced shifts fall into two main categories: permanent post-fabrication trimming and runtime tuning mainly through the thermo-optic effect (i.e., thermal tuning) or electro-optic effect (i.e., bias or current injection tuning).

The main post-fabrication trimming solutions are based on either changing the level of compaction or stress of the cladding or core material (e.g., using high-energy electron or laser beams), or changing the refractive index of the cladding material by applying high-energy UV light. Thermal tuning is achieved by varying current through a heater near the MRR, introducing an increase in the refractive index of the silicon and the resonant wavelength to achieve a red shift. The current injection tuning method injects (or depletes) free carriers into (or from) the silicon core of an MRR using an electrical tuning circuit, which reduces (or increases) the MRR’s refractive index owing to the electro-optic effect, to compensate for the variation-induced red (or blue) shift in the MRR’s resonance wavelength.

Current injection tuning can provide a tuning range of only 1.5 nm at most [18], but it incurs relatively low latency and power overheads (an addition of up to 130 µW/nm shift per MRR to the total link power [19]). In contrast, thermal tuning incurs high latency and power overheads: an addition of 550 mW/nm shift per MRR to the total link power [20], and in speed, with devices displaying very high ≈100 µm thermal time constants [21]. However, it can provide a larger tuning range of about 6.6 nm [15] and induces lower power loss than current injection tuning. It is possible to only rely on one of these methods in a design, but intelligently utilizing both can enable better energy efficiency. As for the aging effects, it was shown in [22] that the use of pulse-amplitude modulation (PAM)-4 signaling can reduce the impact of aging while also improving energy-efficiency by 5.5% compared to using conventional on-off keying (OOK) signaling, in the presence of aging-induced long term variations.

There have been some efforts at the device layer to improve thermal stability of silicon photonic devices and their tolerance to fabrication process variations. To improve thermal stability, several methods have been proposed based on passive temperature stabilization using athermal solutions (e.g., based on polymers and titanium dioxide) for silicon photonic devices [23]. For example, by using organically modified sol-gel claddings, [23] demonstrated a thermal shift down to −6.8 pm/°C for transverse electric (TE) polarization in MRRs with waveguide widths of 325 nm. To improve MRR tolerance to different fabrication process variations, we presented a comprehensive design space exploration of the physical parameters of MRRs under fabrication process variations [24]. In particular, we developed analytical models required to study the resonant wavelength shift, cross-over coupling, and quality factor in MRRs under fabrication process variations. Leveraging these comprehensive models, a design optimization solution was developed to find optimal physical design parameters in MRRs, enhancing their tolerance to fabrication process variations while improving insertion loss (through coupling) and Q-factor in such devices. Fig. 5 compares the total resonant wavelength shift in an MRR because of random variations in the waveguide width, waveguide thickness, and MRR’s radius. As can be seen, our design optimization can effectively reduce the total resonant wavelength shift in an MRR under different random variations.

III. CROSS-LAYER DESIGN SOLUTIONS

As discussed in Section II, single-layer design solutions are effective, but often can only impact the single design layer they are targeting in HPC systems integrating silicon photonic interconnects. In addition, some of these solutions may improve the performance of a particular design layer, but impose performance degradation on other design layers. For example, thermal tuning can improve the device-layer performance through correcting devices whose central optical frequencies have been shifted, but at a cost of high power consumption at the circuit-layer and also high latencies at
the architecture-layer (e.g., for optical switching applications). In contrast, cross-layer approaches involve enhancements at one or more of the device, circuit, architecture, and system (operating system and/or middleware) layers in a cooperative manner. Such techniques can be significantly more effective than single-layer techniques in achieving holistic design goals such as energy efficiency. In this section, we summarize our recent efforts in enabling cross-layer design solutions in silicon photonic interconnects to improve network performance under crosstalk and runtime thermal variations. We believe that a fundamental requirement to enable efficient cross-layer design solutions is to develop computationally efficient and accurate compact models to enable exchanging design objectives and impacts across different design layers.

In [25], we proposed the HYDRA cross-layer framework to minimize crosstalk in silicon photonic interconnects, while improving energy-efficiency of data transfers. HYDRA combined multiple device-layer and circuit-layer techniques into a cross-layer framework. A device-layer approach was utilized for intermodulation (IM) crosstalk mitigation by placing additional MRRs at modulating and receiving nodes to reduce IM noise. Another device-layer approach was utilized for heterodyne crosstalk mitigation that used double MRRs to improve worst-case OSNR in detectors by tailoring the MRRs’ pass-bands to have steeper roll-off. Lastly, a circuit-layer technique was proposed for heterodyne crosstalk mitigation that improved the worst-case OSNR in detectors by encoding data to avoid undesirable data value occurrences. The synergistic combined effect of using the two device-layer techniques and one circuit-layer enhancement in HYDRA was shown to improve the worst-case OSNR by up to 5.3 × for the Corona [27], Firefly [28], and Flexishare [29] photonic NoC (PNoC) architectures in the presence of fabrication process variations. Fig. 6 summarizes the OSNR improvement across PNoCs with the cross-layer HYDRA framework, when compared to the baseline PNoC architecture and several single-layer crosstalk mitigation solutions. HYDRA also had additional benefits of lower latency by up to 3.2% and lower energy consumption by up to 5.9% compared to these single-layer solutions.

Runtime variations due to runtime temperature fluctuations on a chip also create a significant challenge for silicon photonics designers. As discussed earlier, the resonant wavelength of an MRR is sensitive to thermal variations with up to a 7.4 nm shift in the resonance on a state-of-the-art 64-core processor chip [15]. Such a resonance shift causes serious wavelength coupling failures, prompting the need for dynamic MRR tuning. However, device-level tuning incurs costs in power and latency, as also discussed earlier. In [15], we proposed the LIBRA cross-layer framework to reduce the overhead of single-layer (i.e., device-layer) optimization for overcoming the effect of thermal variations. Fig. 7 indicates a high-level overview of this cross-layer framework. A thermal and process variation aware MRR assignment (TPMA) mechanism was proposed at the device level that dynamically assigns each MRR to the nearest available carrier wavelength, to enable reliable modulation and reception of data while maintaining the maximum possible bandwidth. This device-level mechanism also adaptively selects the least power-consuming method from thermal tuning and current injection tuning as the preferred method for process- and thermal-variation remedy, and thus, reduces the total power for variation mitigation in the PNoC. However, limiting the peak temperature swings below threshold levels is essential to further reduce the total power for a holistic variation mitigation solution. To achieve this, LIBRA utilizes a variation-aware anti-wavelength-shift dynamic thermal management (VADTM) scheme that uses a support vector regression (SVR) machine learning based temperature prediction and dynamic thread migration between cores, to avoid on-chip thermal threshold violations, minimize on-chip thermal hotspots, and reduce tuning power for MRRs. The LIBRA cross-layer framework was shown to reduce the total power dissipation by up to 61.3% (thermal and current injection tuning power by up to 76.2%), and the total energy by up to 57.3% on the Corona and Flexishare PNoC architectures, compared to single-layer variation mitigation approaches at the device and circuit levels.

IV. CONCLUSION

Silicon photonic interconnect has emerged to boost the communication performance in today’s increasingly complex
high-performance computing systems. However, the fundamental building blocks in such interconnects suffer from a number of issues both at design-time (e.g., fabrication process variations) and at runtime (e.g., thermal variations and aging effects). Although the design space of HPC systems integrating silicon photonics is a multi-layer one, most of the current solutions proposed to address such challenges rely only on a single design layer. Consequently, they can at most improve the performance of that particular design layer while often imposing performance degradation on the other design layers.

In this paper, we discussed the promise of cross-layer design solutions that can provide improvements at one or more of the device, circuit, architecture, and system layers in a cooperative manner. We presented a few examples of such cross-layer solutions to improve silicon photonic interconnect performance in terms of crosstalk as well as reliability and performance under thermal variations. We believe that such cross-layer solutions can be significantly more effective than single-layer techniques in achieving holistic design goals such as energy efficiency and variation resilience.
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