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ABSTRACT

The problem of finding efficient workload distribution techniques is becoming increasingly important today for heterogeneous distributed systems where the availability of compute nodes may change spontaneously over time. Resource-allocation policies designed for such systems should maximize the performance and, at the same time, be robust against failure and recovery of compute nodes. Such a policy, based on the concepts of the Derman–Lieberman–Ross theorem, is proposed in this work, and is applied to a simulated model of a dedicated system composed of a set of heterogeneous image processing servers. Assuming that each image results in a "reward" if its processing is completed before a certain deadline, the goal for the resource allocation policy is to maximize the expected cumulative reward. An extensive analysis was done to study the performance of the proposed policy and compare it with the performance of some existing policies adapted to this environment. Our experiments conducted for various types of task-machine heterogeneity illustrate the potential of our method for solving resource allocation problems in a broad spectrum of distributed systems that experience high failure rates.

1. Introduction

Distributed computing systems are widely used today for the execution of large workloads composed of independent tasks that are divided among multiple heterogeneous compute nodes. The assignment of tasks to compute nodes is referred to in the literature as a resource allocation or a mapping. Effective mapping policies must account for multiple factors, e.g., the set of available compute nodes in the system, characteristics of these nodes, and links between them. Multiple scenarios can be identified for the first factor where there is an uncertainty in the availability of functional compute nodes over time. Due to this uncertainty, any compute node may randomly fluctuate between the “failure” (“down”) and “working” (“up”) states.

As a first example, consider a distributed system with a dynamic set of compute nodes, i.e., nodes may join and leave the system in an ad-hoc fashion. One use of such a system is SETI@Home, composed of remote non-dedicated workstations that participate in distributed data processing [31]. Typically, compute nodes can go off-line anytime, regardless of the portion of the load assigned to them. Furthermore, the participation of any node may be interrupted by local usage of the node by its owner. A phenomenon known as “software aging” is a second example [14,21]. Software aging sources include memory leaks, unreleased file locks, accumulation of unterminated threads, data corruption/round-off accrual, filespace fragmentation, and shared memory pool latching. Performance problems caused by software aging have become commonplace for computing resources including safety critical systems. For example, software aging of the Patriot Missile software was responsible for the loss of lives of American soldiers during the first Gulf War [22]. The solution found for this problem was to restart the Patriot software components every eight hours. Recovery mechanisms for software aging involve different, often proactive fault management techniques for cleaning up system internal states to prevent the future occurrence of more severe failures or system performance degradation.

Another common source of the changing availability of compute nodes in the system is the malfunction of underlying hardware resources, due to harsh operating conditions or external physical impacts on the system. For example, broken cooling fans in a machine room typically cause a temperature increase...
that results in a high occurrence of processor malfunctions. Consequently, this initiates fatal errors or dramatic performance degradation that OS or process monitoring agents often resolve by restarting a process or rebooting an entire system.

Fault tolerance in distributed computing systems has been extensively explored in the last few years [7]. Available literature on distributed computing in such uncertain environments primarily considers reactive techniques, where a node failure is addressed only after its occurrence. Checkpoint-resume or terminate-restart mechanisms are often used to recover unprocessed tasks at the failed nodes [20,8]. Tolerance against node failure can also be addressed by keeping multiple copies of the workload on different nodes [35]. These approaches are coupled in practice with redundancy schemes that duplicate system hardware resources entirely or partially. Depending on the implementation, duplicated resources are either always active or become active dynamically. Additionally, most of the existing literature that offers an analytical formulation of distributed-computing systems assumes a homogeneity among compute nodes and known system parameters [15,32].

Clearly, the uncertainty in the availability of compute nodes is expected to degrade the performance of any resource-allocation policy that does not account for node failure and recovery. In this study, we model a dedicated image-processing system composed of a limited set of heterogeneous servers. Companies specialized on providing GIS services, e.g., ESRI, Digital Globe, GeoEye, widely use such systems for processing streams of raw image data. Furthermore, HPC systems with similar architectures are quite commonly employed to handle high volumes of computationally intensive scientific applications.

The availability of servers is described with exponential distributions with failure rates that are relatively high to simulate harsh operating conditions. Each image is assumed to have a hard deadline, limiting the total time available to process it, and an associated reward. The goal is to design a resource-allocation policy that maximizes the expected cumulative reward received from the processed images that finish before their deadlines, with the uncertainty of compute node failures.

In analyzing systems where compute resources fail in a random fashion, the operational intervals of the compute resources are uncertain. This uncertainty can impact the system by causing tasks to fail during execution and finally miss their deadlines. With current computer systems approaching exascale levels, the concern over robust resource allocation gains much more importance. Often in practice, when the number of failed tasks reaches a certain level a service provider becomes subjected to profit losses and penalties. According to [4], any claim of robustness for a given system must answer three questions: (a) what behavior of the system makes it robust? (b) what uncertainties is the system robust against? (c) quantitatively, exactly how robust is the system? In this research, we say the system is robust if its expected profit is greater than the cost to operate the system. The uncertainty, that the system must be robust against, is which resources fail and when. The degree of robustness is measured as the difference between the actual (or expected) profit from the completed tasks and the lowest level that justifies the operation of the system.

The major contribution of this paper is the design of a mathematical model and resource-allocation policy for the aforementioned distributed image-processing environment based on the concepts of the Derman–Lieberman–Ross theorem [10]. Our simulation experiments explore the pros and cons of the proposed solution by comparing it with other policies considered in this study. They demonstrate that the good performance of this solution is sustainable in environments with different types of heterogeneity among tasks and compute nodes confirming the potential of this resource-allocation mechanism in maximizing the performance of a distributed heterogeneous system experiencing temporal compute node failures.

The remainder of this work is organized in the following manner. Section 2 describes the general mathematical model used in this study. It starts with a simplified resource allocation problem in Section 2.1, then considers tasks with exponentially distributed execution times and different types of heterogeneity in Section 2.2, a distribution of processor availability in Section 2.3, and, finally, tasks with deadlines in Section 2.4. Section 3 presents the Derman–Lieberman–Ross theorem and a corollary. The parameters of the simulation setup are discussed in Section 4 along with the resource-allocation policies compared in this study. Section 5 discusses the simulation results. A review of related work is presented in Section 6. Section 7 concludes the paper.

2. Mathematical model

2.1. Simplified resource allocation

Consider the following problem statement as a simplified resource allocation problem in a distributed system. Suppose there is a batch of N tasks. Each task i, 1 ≤ i ≤ N, is characterized by: (a) the number of instructions it contains, denoted n_i, and (b) reward r_i for completing this task. Suppose that N processors become available sequentially in time. Whenever a new processor becomes available, we need to assign one of the remaining (unassigned) tasks to this processor. Suppose that the jth processor to arrive is characterized by a random variable T_j that specifies the time that processor takes to execute each instruction (assuming that any instruction in any task takes the same amount of time to execute on the given processor). Moreover, the processor might randomly fail during the execution of a task. Its failure can be modeled with an exponential distribution defined by its failure rate λ_j. Specifically, the probability of failure during the execution of a task is given by 1 − e^(-λ_jT_i). Substituting this into Eq. (1) and simplifying, the optimization problem becomes

maximize E \left[ \sum_{i=1}^{N} r_i P[i, m(i)] \right].

(1)

Using the failure model above, P[i, m(i)] = 1 − \lambda_{m(i)}n_iT_{m(i)}. Substituting this into Eq. (1) and simplifying, the optimization problem becomes

maximize E \left[ \sum_{i=1}^{N} \left[ r_i n_i \times (1 − \lambda_{m(i)}T_{m(i)}) \right] \right].

(2)

The failure model above can be viewed as an approximation to the standard model where the time it takes for failure is exponentially distributed with parameter λ_j. In this case, the probability that processor m(i) does not fail while executing task i is given by e^(-λ_{m(i)}T_{m(i)}). Using the Taylor series expansion for the exponential function,

e^{-\lambda_{m(i)}T_{m(i)}} = 1 − \lambda_{m(i)}n_iT_{m(i)} + \frac{(-\lambda_{m(i)}n_iT_{m(i)})^2}{2!} + \frac{(-\lambda_{m(i)}n_iT_{m(i)})^3}{3!} + \cdots.

Ignoring second order and higher terms, we arrive at the failure model used in the derivation above.
2.2. Tasks with exponentially distributed execution times

In the simplified resource-allocation problem described above, the time to compute task \( i \) on processor \( j \), denoted \( t_{ij} \), is the product of \( n_i \) and \( T_j \). However, in practice, it is practically difficult or even impossible to represent \( t_{ij} \) with such a product. This is mainly because the exact number of executed instructions is usually unknown in advance due to conditional branching, uncertain input data, etc. Furthermore, instruction execution rates of participating processors may depend on the mix of the types of executed instructions [16]. Therefore, an Estimated Time to Compute (ETC) matrix based on statistical data typically provides a more accurate means of capturing the relationship among tasks and processors in distributed systems. Each entry in an ETC matrix is an estimate of time \( t_{ij} \). In the literature on distributed systems, ETC matrices are often assumed to be given [19,17,36].

The rest of this paper will focus on tasks with execution times exponentially distributed for each task-processor pair. This assumption implies that an ETC matrix contains expected execution times that are assumed to be known (expected values, i.e., means, are sufficient to fully describe exponential distributions [11]). Eq. (2) can be restructured as:

\[
\text{maximize } E \left[ \sum_{l=1}^{N} \left( t_l \times \left( -\lambda m(l)f_m(l) \right) \right) \right].
\]

The relationships among elements in an ETC matrix for a given distributed system depends on what class of heterogeneity this system belongs to. In this study, we distinguish between four major classes of heterogeneity in distributed systems: task-processor-consistent, task-consistent, processor-consistent, and inconsistent. The first class of heterogeneity describes systems where two conditions are satisfied: (1) if task \( A \) requires more time to execute than task \( B \) on one processor then the same is true for any other processor in the system; (2) if processor \( A \) requires more time to execute one task than processor \( B \) then it is true for any other task in the batch. The second type of heterogeneity implies condition (1) only. Similarly, the third type of heterogeneity implies condition (2) only. The fourth class describes systems where neither of these two conditions are met.

2.3. Distribution of processors

In Section 2.1, our mathematical model was restricted such that if a processor fails while executing the task, no reward is earned and the task is removed from the batch. This restriction is removed in the next subsection where multiple reassignments of a task are allowed as long as the waiting and processing times for a task do not exceed the task’s deadline. As a preliminary step required to adjust the model to cover such cases, this subsection derives a statistical distribution of processor availability in a dedicated distributed system.

Distributions in dedicated distributed systems can be derived based on characteristics of the tasks batched and the parameters of the limited set of available processors. Fig. 1 illustrates a probability mass function (pmf) for a dedicated system composed of \( M \) processors. The values \( -\lambda_j t_{ij}^w \), \( 1 \leq j \leq M \), where \( t_{ij}^w \) is an average execution time for processor \( j \) across execution times of all tasks stacked in the batch, arranged in ascending order are used to characterize processors.

Let \( p_j \), \( 1 \leq j \leq M \), denote the probability (to become available for assignment) associated with each processor in the pmf shown in Fig. 1. To evaluate the \( p_j \) values, consider the following models describing the availability of processors in a dedicated distributed system. The first two models are of little practical value; they are presented here solely to provide a transition to the third model actually used in this study.

Identical failure rates, processor becomes available just after failure: Assume that each processor has the same failure rate \( \lambda_j \) and becomes available for the next assignment immediately after a failure. Assume also that task completions do not make a processor available. Clearly in this situation, each processor fails, on average, the same number of times, i.e., the probabilistic components \( p_j \) are the same in the pmf shown in Fig. 1, given by \( p_j = 1/M \).

Individual failure rates, processor becomes available just after failure: When each processor has its own failure rate \( \lambda_j \), it fails over time, on average, every \( \lambda_j^{-1} \) time units. Therefore, the probability components \( p_j \) can be calculated as \( p_j = \lambda_j / \sum_{k=1}^{M} \lambda_j \).

Individual failure rate, processor available just after failure and task completion: Suppose that each processor has failure rate \( \lambda_j \) and becomes available immediately after a failure or a task completion. Let \( w_j \) denote the total availability rate for processor \( j \). Assuming that times between failures and task completions are exponentially distributed for each processor, \( w_j \) can be computed as:

\[
w_j = \lambda_j + \frac{e^{-\lambda_j t_{ij}^w}}{t_{ij}^w}.
\]

The second term in the sum in Eq. (4) estimates the processor’s availability rate from task completions. On average, processor \( j \) would complete a task every \( t_{ij}^w \) if there were no failures. The actual availability rate from task completions is lower than that because the probability of having no failures during \( t_{ij}^w \) is accounted for in \( e^{-\lambda_j t_{ij}^w} \). As before, the probability components \( p_j \) can be calculated by normalizing the \( w_j \) values, i.e., \( p_j = w_j / \sum_{j=1}^{M} w_j \).

Based on our simulation studies, the following iterative scheme to compute the pmf was found to be the most efficient. According to this scheme, the distribution, described with a weighted sum of two pmfs, is recalculated at each step of the mapping process before the assignment of the next task takes place. The first pmf is a normalized histogram constructed from the actual number of times that each processor has become available since the execution of the batch started. For the second pmf, the processor availability rates \( w_j \) are recomputed because the number of tasks left in the batch decreases with time. Let \( N(t_0) \) denote the initial number of tasks in the batch and let \( N(t) \) denote the number of tasks left in the batch at time \( t \). Then, \( N(t)N(t_0)^{-1} \) and \( N(t)N(t_0)^{-1} \) are the weighting factors for the first and second pmfs in the sum, respectively. As such, these weighting factors are adjusted at each iteration proportionally to the progress made.

Note that in this study, we use exponential distributions to model processor failures as well as task completions. It was shown in the literature that stochastic processes of hardware failures can be well approximated with exponential distributions [26,13]. Our choice of exponential distribution for task completions was justified by extensive in-house testing conducted by Ricoh InfoPrint for its IP500 production printer controller series [18].
Working on optimization of the load balancing algorithm in that cluster-based image processing system, we found that exponential distributions provide a good fit into the spread of actual task completion times.

2.4. Tasks with deadlines

Suppose that in addition to the exponentially distributed execution time, each task has a deadline $d_i$, i.e., the reward $r_i$ will be earned only if task $i$ is successfully completed by time $d_i$. This means that if a processor fails before $d_i$, while executing task $i$ then task $i$ returns to the batch, so it can be reassigned again. When $d_i$ expires, the task is dismissed from the batch. Fig. 2 illustrates the possible states for a task and transitions between these states assuming that the considered task eventually fails.

To account for possible multiple reassignments of each task in the resource-allocation policy, let $P_i(t)$ be an estimate of the probability at time $t$ that task $i$ will be successfully completed, i.e., its reward $r_i$ is collected, before its deadline $d_i$ expires. Then, Eq. (3) can be adapted as follows:

$$\text{maximize } E \sum_{j=1}^{N(t)} \lambda_i P_i(t) \left[ -\lambda_{m(i)} I_{m(i)} \right].$$  

(5)

The following approach was used in this study to estimate $P_i(t)$. Let $V_i(t)$ denote the expected number of reassignments for task $i$ from time $t$ until its deadline. As the probability of failure for the assigned task $i$ is

$$\sum_{j=1}^{M} p_j (1 - e^{-\lambda_j t}),$$  

(6)

the probability $P_i(t)$ is

$$P_i(t) = 1 - \left( \sum_{j=1}^{M} p_j (1 - e^{-\lambda_j t}) \right)^{V_i(t)}.$$  

(7)

Let $T_i^{\text{wait}}(t)$ denote how long, on average, task $i$ spends in a “wait” state (see Fig. 2). Similarly, let $T_i^{\text{run}}$ denote the average time for a task to spend in a “run” state. Once $T_i^{\text{wait}}(t)$ and $T_i^{\text{run}}$ are found, $V_i(t)$ can be computed as:

$$V_i(t) = \frac{d_i - t}{T_i^{\text{wait}}(t) + T_i^{\text{run}}}. $$  

(8)

Assuming that any task from the batch can be assigned to any processor, the average expected delay from the time when a task is assigned to a processor to the time when the processor fails can be computed as the mean across $\lambda_j^{-1}$ values:

$$T_i^{\text{run}} = \sum_{j=1}^{M} p_j \lambda_j^{-1}. $$  

(9)

A delay expected between sequential assignments for a given task, i.e., $T_i^{\text{wait}}(t)$, depends on (1) how often processors become available and (2) how many tasks remain, on average, in the batch. To estimate (1), let $W$ denote the overall processor availability rate in the system. As shown in Section 2.3, availability rate $w_j$ for processor $j$ can be estimated with Eq. (4). Similarly, in the system composed of $M$ processors, $W$ can be computed as a sum of $w_j$ rates:

$$W = \sum_{j=1}^{M} w_j.$$  

(10)

Although task completions and deadline expirations change the number of tasks that remain in the batch, in this study we use a lower bound for this number assuming that only the tasks with expired deadlines are dismissed over the time period $d_i - t$. This results in the following estimate for $T_i^{\text{wait}}(t)$:

$$T_i^{\text{wait}}(t) = \frac{N(t) + N(d_i)}{2 \times 2W}. $$  

(11)

In Eq. (11), $(N(t) + N(d_i))/2$ gives the average length of the queue over the time period $d_i - t$. This length is divided by 2 assuming that, on average, 50% of the remaining tasks will be assigned before task $i$. Our extensive experiments show that even if the values found for $P_i(t)$ with the described method might not be quite accurate, they allow for a good relative ranking among the tasks—the only factor that matters in the resource-allocation policies described further.

3. DLR concept

This section describes the basic optimal policy for the sequential stochastic assignment problem introduced by Derman et al. [10]. Although this optimal policy cannot be applied directly to the resource allocation problem considered in this study, some of the policies in the next section are based on its principals.

Suppose there are $N$ workers available to perform $N$ jobs. The $N$ jobs arrive in sequential order, i.e., job 1 arrives first, followed by job 2, etc. Associated with the $j$th $(j = 1, 2, \ldots, N)$ job is a real-valued random variable $X_j$ representing its worth. It will be assumed that the $X_j$ are independent and identically distributed real-valued random variables with cumulative density function (cdf) $G_j(z)$ with finite mean value. If a “perfect” worker is assigned to the type $j$th job, a reward $X_j$ is obtained. However, none of the $N$ workers are perfect, and whenever the $i$th worker is assigned to the $j$th job, the reward is given by $p_i X_j$, where $0 \leq p_i \leq 1$, $i = 1, 2, \ldots, N$ represents the probability of worker $i$ successfully completing any job. Each worker is assigned to one and only one job. The goal is then to assign the $N$ workers to the $N$ jobs so as to maximize the total expected reward. In particular, if $m(i)$ is defined to be the job to which ith worker is assigned, then the total expected reward is given by

$$E \left[ \sum_{i=1}^{N} p_i X_{m(i)} \right].$$  

(12)

The desired policy is the one that maximizes this expected cumulative reward.

Intuitively, it appears reasonable to match the worth of a job to the probability of a worker of completing this job, e.g., assign an appeared high worth job to a worker with high $p_i$. Quantifying this match requires $G_j(z)$ and values of $p_i$. The following Derman–Lieberman–Ross (DLR) theorem embodies this intuition, providing the optimal resource-allocation policy using the available stochastic information (see [10] for further details).
Fig. 3. The distribution described with cdf $G_X(z)$ is divided into five intervals. According to the DLR policy, as the worth $X_1$ of the arrived job belongs to the third interval, this job will be assigned to the third worker in the list of workers ranked based on probability values $p_i$.

**DLR Theorem.** For each $N \geq 1$, there exist numbers $-\infty = a_{0,N} \leq a_{1,N} \leq a_{2,N} \leq \cdots \leq a_{N,N} = +\infty$, such that whenever there are $N$ assignments to make and probabilities $p_1 \leq p_2 \leq \cdots \leq p_N$ then the optimal choice in the first assignment is to use the worker such that $X_1$ is contained in the interval $(a_{i-1,N}, a_{i,N}]$. The $a_{i,N}$ depend on $G_X$ but are independent of the $p_i$ values and calculated recursively for $N$ as follows:

$$a_{i,N} = \int_{a_{i-1,N-1}}^{a_{i,N}} z \, dG_X(z) + a_{i-1,N-1}G_X(a_{i-1,N-1}) + a_{i,N}[1 - G_X(a_{i,N-1})],$$

with the convention that $a_{0,N} = -\infty$, $a_{N,N} = +\infty$, $-\infty \times 0 = 0$, and $+\infty \times 0 = 0$.

Suppose that $N = 5$, and $G_X(z)$ is as illustrated in Fig. 3. When the DLR policy is applied, the $a_{i,5}$ values are calculated recursively starting from $N = 1$. These values divide the domain of all possible job worths into five intervals. Once the first job has arrived, a resource-management system identifies which of these five intervals this job falls in based on the job’s worth $X_1$. Assume that this happened to be the third interval. Then, the resource-allocation system assigns the arrived job to the third worker in the sorted list of probability values $p_1 \leq p_2 \leq p_3 \leq p_4 \leq p_5$, as shown in Fig. 3. Sequentially as the next job arrives, $N$ is decremented, and the same procedure is repeated by recalculating intervals.

### 4. Simulation setup and resource-allocation policies

The prototype system studied in this research is a dedicated heterogeneous cluster-based image processing system. In this study, we address a static environment assuming that a batch is filled with raw images (i.e., tasks) without considering any new arrivals during processing. New arrivals will form the next batch. We also do not consider concurrent execution of multiple tasks on the single image processing server, i.e., the multitasking mode. This is because of the fact that, typically, image processing algorithms are highly parallelized and their threads utilize almost all available cpu and memory resources. Thus, the tactics of spawning multiple kernel processes and switching between them is not considered here.

Fig. 4 depicts the high level architectural design on the prototyped image processing system. Note that image servers (i.e., processors) are not involved in the computations associated with resource-allocation process as it is all offloaded to the front-end resource manager. The resource manager receives updates reporting processor “health” and task completions through the network of software agents deployed on every processor. As each agent is a relatively light weight process, its concurrent execution does not seriously impact processor’s resources and, therefore, is not taken into account in our model. Separate front-end resource managers are quite common in modern cluster architectures, e.g., the hardware-based F5 BIG-IP product family [6] and elastic resource managers offered by Amazon EC2 [5] and RackSpace [25].

To generate ETC matrices to be used in the simulations, we assume that each task in the batch belongs to one of five classes, based on its complexity. Each task class is defined by a set of exponential distributions, where each distribution describes the
probability of all execution times for that class on a given processor within the heterogeneous suite. To specify each distribution, the mean execution time is generated randomly in the range of [0.5, 4] s for each task-class-processor pair. As a result of this random approach, an unsorted $5 \times M$ ETC matrix models the inconsistent heterogeneity described in Section 2.2.2. If the elements of each row in this matrix are independently sorted in ascending order, the matrix models processor-consistent heterogeneity. If, in addition, the elements of each column in the matrix are independently sorted in ascending order, that matrix models task-processor-consistent heterogeneity. Note that as a new ETC matrix is created after each sorting procedure it represents a completely different distributed system.

A batch for each simulation trial consisted of 200 tasks. Each task was randomly associated with one of the five classes. Each task must be completed within a deadline $d_i$. If a task cannot be completed by its deadline then the request is considered timed out and will be discarded from the batch. The deadline for each task was set at a certain level $D$ based on the longest mean execution time for that task class determined across all the processors. The performance of resource-allocation policies was explored with respect to two proportionality factors $D$: 300% and 600%.

Integer task rewards $r_i$ were generated in two different ways. The execution time independent rewards method computed the reward $r_i$ for each task $i$ by sampling a uniform distribution in the range of (0, 100) regardless of task execution times $t_i$. In contrast, the execution time dependent rewards method generated reward $r_i$ based on a task class. Specifically, the interval (0, 100] was divided evenly into five subintervals, and $r_i$ was determined by sampling a uniform distribution on a corresponding subinterval. For example, if task $i$ belonged to the third class its reward value $r_i$ was generated from subinterval (40, 60]. The second method appears to be plausible in many practical applications as it implies that tasks with longer execution times are more valuable in task-processor consistent systems.

Typically, hardware failures are rare when a distributed system operates under normal operating conditions [37]. However because the goal of our research is to maximize system performance under harsh operating conditions, the simulated mean time between failures was set for each processor relatively low, i.e., within the range of [0.6, 1]. As mentioned before, a processor in the simulation model becomes available either just after a hardware failure or just after a task completion. Once a task is assigned to a processor it is removed from the batch; if it fails it is returned to the batch. A task is discarded when its deadline expires. Six processors were used in our simulations.

The performance of the following five different resource-allocation policies was explored in the given environment.

1. In the deadline policy, a task with the closest deadline $d_i$ is assigned to the next available processor.
2. In the reward policy, a task with the highest reward $r_i$ is assigned to the next available processor.
3. In the reward-P policy, a task with the highest value $r_i P_i(t)$ is assigned to the next available processor, where $P_i(t)$ is computed as described in Section 2.4.
4. In the match-making policy, once a processor becomes available, a resource-allocation system follows the path of the DLR framework:
   a. It recomputes the distribution of processor availability, as explained in Section 2.3. This step is required as a prerequisite to obtain a pmf used in DLR’s computation of $a_{N(t)}$ values.
   b. It calculates $a_{N(t)}$, or “bin boundaries”, for $N(t)$ intervals as explained in the DLR theorem, Section 3.
5. Experimental results

The resource-allocation policies described above were compared in the simulated environment based on their ability to maximize the cumulative reward, averaged over 100 simulation trials. For each of these trials performed for the same set of parameters (i.e., distributions, number of tasks, etc.), a random number generator was seeded differently. This allowed the performance of the resource-allocation policies to be explored over a broad range of samples pulled from the corresponding distributions. In each simulation trial, the ETC matrix was generated in a random fashion to model inconsistent heterogeneity. The same matrix was sorted in the row direction and, then, in the column direction for the processor-consistent and task-processor-consistent scenarios, respectively.

The average performance across 100 simulation trials along with the corresponding 95% confidence intervals are presented in Fig. 5 for all five resource-allocation policies. The match-making_P policy consistently delivers the best results for all three types of heterogeneity explored in this study. The superior performance of this policy is based on two factors incorporated into the decision making process: (1) the stochastic information describing the availability of processor types in the system, and (2) the probability $P_i(t)$ estimated for task $i$ to be successfully completed through multiple reassignments. The second factor plays a very important role; once integrated into the reward-P policy, it improves its performance by 22% on average, as compared to reward policy, making its performance comparable to that of the match-making policy.

Fig. 6 demonstrates the progress of each policy over time in one of the simulation trials for processor-consistent heterogeneity with execution time independent rewards. This trial was selected because it reflects the average performance results plotted in Fig. 5(a). As expected, the reward and reward_P policies quickly accumulate the total reward in the beginning as they select the most profitable tasks first. When the number of such tasks becomes smaller, the total reward accumulation slows down as a result of more frequent task failures. Furthermore, closer to the end, the reward policy experiences a significant loss of tasks due to expired task deadlines.

Tables 1 and 2 show the total number of successfully completed tasks averaged over 100 simulation trials. Despite the fact that the deadline policy completes the highest number of tasks, its performance remains the worst because many of the tasks have low reward values. In contrast, the match-making and match-making_P policies have rather moderate numbers of completed tasks, but the demonstrated performance results highlight their ability of selecting tasks on a “more intelligent” basis to maximize the cumulative reward.

It is easy to observe that the average results shown in Fig. 5 demonstrate a significant difference in performance between the inconsistent and the processor-consistent types of heterogeneity. This can be explained by the fact that $t_i^\text{av}$ values dominate in the $-\lambda_i t_i^\text{av}$ expressions, which are used to rank processor types as described in Section 2.2.2. Thus, the majority of rows in an ETC matrix
for the processor-consistent type of heterogeneity will be ranked in the same manner as the processor types in the DLR framework.

A task-processor consistent heterogeneity in the match-making policy does not result in an additional performance improvement with execution time independent rewards because only $r_i$ values are used to rank tasks. The slight improvement for this reward generation method is observed in the match-making_P policy due to the fact that $t_j$ values are involved in the method of computing $P_i(t)$, and, consequently, $r_i P_i(t)$ are used to characterize tasks in that policy. However, when the reward generation method is changed to execution time dependent, a significant performance improvement is obtained in the task-processor consistent case (see Fig. 5). This can be explained by the fact that all the columns in the ETC matrix were ranked exactly as required in the DLR framework.

<table>
<thead>
<tr>
<th>Policy</th>
<th>$D$ (%)</th>
<th>Heterogeneity</th>
<th>Task-processor consistent</th>
<th>Processor consistent</th>
<th>Inconsistent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deadline</td>
<td>300</td>
<td>Processor consistent</td>
<td>48</td>
<td>47</td>
<td>44</td>
</tr>
<tr>
<td>Reward</td>
<td>300</td>
<td>Processor consistent</td>
<td>33</td>
<td>35</td>
<td>29</td>
</tr>
<tr>
<td>Reward_P</td>
<td>300</td>
<td>Processor consistent</td>
<td>37</td>
<td>31</td>
<td>27</td>
</tr>
<tr>
<td>Match-making</td>
<td>300</td>
<td>Processor consistent</td>
<td>41</td>
<td>37</td>
<td>32</td>
</tr>
<tr>
<td>Match-making_P</td>
<td>300</td>
<td>Processor consistent</td>
<td>43</td>
<td>38</td>
<td>33</td>
</tr>
<tr>
<td>Deadline</td>
<td>600</td>
<td>Processor consistent</td>
<td>75</td>
<td>73</td>
<td>61</td>
</tr>
<tr>
<td>Reward</td>
<td>600</td>
<td>Processor consistent</td>
<td>64</td>
<td>57</td>
<td>53</td>
</tr>
<tr>
<td>Reward_P</td>
<td>600</td>
<td>Processor consistent</td>
<td>63</td>
<td>58</td>
<td>50</td>
</tr>
<tr>
<td>Match-making</td>
<td>600</td>
<td>Processor consistent</td>
<td>66</td>
<td>69</td>
<td>51</td>
</tr>
<tr>
<td>Match-making_P</td>
<td>600</td>
<td>Processor consistent</td>
<td>67</td>
<td>67</td>
<td>53</td>
</tr>
</tbody>
</table>

Both match-making and match-making_P general policies demonstrate a better performance than simple deadline and reward policies, but their computational complexity might be prohibitively expensive for some practical implementations, e.g., embedded systems. Although this problem is partially alleviated by the fact that policy computation is offloaded from processors to a separate front-end resource manager, the recursive computation of bin boundaries, i.e., $a_{N(t)}$, could take a rather long time especially for large $N$. 

Fig. 5. The performance of five resource-allocation policies explored over the two methods of assigning rewards $r_i$ and two setups for $D$.
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Table 1
Average numbers of successfully completed tasks computed across 100 simulation trials. Execution time independent rewards.
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6. Related work

The original work of Derman et al. [10] inspired research in various areas. Example applications of the DLR theorem include selling houses and job-search strategy [1]. In 1972, Albright and Derman determined the limiting behavior of the $a_{i,N}$'s as $N$ becomes large [3]. The derived closed form solution can be used to avoid lengthy computation of $a_{i,N}$'s in such cases. Later, these authors addressed cases where the arrival process is a non-homogeneous Poisson process with a general discount function [2]. Nakai permits the distribution of resources to change according to a partially observable Markov process and allows the number of resources to be random [23]. Sakaguchi allows a fixed time horizon [29] and permits resource values to be dependent on the state [30]. The results of these studies were applied to investment strategies [28], firing torpedoes at randomly arriving targets [30], allocating organs for transplants [9], and manufacturing and telecommunications [27]. Similar to our work, all the aforementioned studies address a sequential assignment problem in different problem domains, i.e., at each time when the resource-allocation system observes a realization of random variable, it must select the best action, one at a time in sequential order.

As mentioned before, the fault tolerant aspect of modern distributed computing systems has been extensively explored. However, the available literature on distributed computing in such uncertain environments primarily considers reactive techniques, where a node failure is addressed only after its occurrence [7]. One of the few exceptions is the paper of Dhakal et al. [12] that presents two preemptive load-balancing policies for a heterogeneous distributed computing system with wireless links between nodes. Preemptiveness in this case implies adjusting actions to compensate for the possibility of node failure/recovery. The main goal for these policies is to avoid a scenario where a node fails while having a large amount of unprocessed load. The data transfer of such a load to other nodes may result in a large random delay over wireless channels with following idle times on other nodes. A probabilistic model, based on the concept of regenerative processes, is presented to assess the overall performance of the system under these policies. The experiments show that preemptively utilizing the statistical information about the failure and recovery processes, to adjust the load-balancing gain to an optimal value, allows one to minimize the mean of the overall completion time of the total workload. Although the problem domain differs from ours, [12] exemplifies an effective integration of the available node failure/recovery statistics into the resource-allocation process.

7. Conclusion

This paper presents a method for robust static resource allocation in distributed systems under high failure rate. Given a batch of tasks, a resource-allocation system assigns tasks to compute resources that become available just after recovery from failures or task completions. The major contribution is the design of a resource-allocation policy for the above environment based on the concepts of the Derman–Lieberman–Ross theorem. The derived policy maximizes the expected cumulative reward received from the tasks that finish before their deadlines, given that the compute resources fail in a random fashion.

First, the resource–allocation policy was derived for the case where tasks and processors are categorized by the number of instructions and the time required to execute one instruction, respectively. Further, this policy was adapted to accommodate ETC matrices that provide a more accurate means of capturing the relationship among tasks and processors in distributed systems. As this study focused on dedicated distributed systems with a limited set of compute resources, the distribution describing the relative random availability of each processor was derived in Section 2.3 based on the characteristics of the tasks batched and the parameters of the processors available in the system.

The superior performance demonstrated by the match-making resource-allocation policy reveals its great potential for a variety of applications in a broad spectrum of distributed systems. For example, the problem of maximizing the performance when the system experiences temporal failures of compute resources is an important issue for embedded systems (e.g., [34,24]), sensor networks (e.g., [38]), or special purpose cluster-based systems (e.g., [33]). Similar to the environment considered in this work, such systems sometimes are employed under harsh conditions but must deliver a certain level of performance to remain in operation. The application domains include surveillance for homeland security, monitoring vital signs of medical patients, and automatic target recognition systems. Thus, the proposed DLR-based resource-allocation scheme can be adapted in those systems.
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