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Abstract—Small satellite networks (SSNs) have attracted intensive research interest recently and have been regarded as an emerging architecture to accommodate the ever-increasing space data transmission demand. However, the limited number of on-board transceivers restricts the number of feasible contacts (i.e., an opportunity to transmit data over a communication link) which can be established concurrently by a satellite for data scheduling. Furthermore, limited battery space, storage space, and stochastic data arrivals can further exacerbate the difficulty of the efficient data scheduling design to well match the limited network resources and random data demands, so as to the long-term payoff. Based on the above motivation and specific characteristics of SSNs, in this paper, we extend the traditional dynamic programming algorithms and propose a finite-embedded-infinite two-level dynamic programming framework for optimal data scheduling under a stochastic data arrival SSN environment with joint consideration of contact selection, battery management, and buffer management while taking into account the impact of current decisions on the infinite future. We further formulate this stochastic data scheduling optimization problem as an infinite-horizon discrete Markov decision process (MDP) and propose a joint forward and backward induction (JFBI) algorithm framework to achieve the optimal solution of the infinite MDP. Simulations have been conducted to demonstrate the significant gains of the proposed algorithms in the amount of downloaded data and to evaluate the impact of various network parameters on the algorithm performance.
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I. INTRODUCTION

A. Motivation

The increasing worldwide demand for space exploration and research is creating new opportunities for the deployment of small satellites in low earth orbit (LEO). Small satellites have become fashionable and are catalyzing new applications and business models [1]. Small satellites, deployed as a sensor network in LEO, can further form a small satellite network (SSN) [2]. The formed SSN has an advantage of handling burst missions in near-real-time because of its potential to perform coordinated observations and data offloading using inter-satellite (IS) links before they come to the contact (i.e., an opportunity to send data over a communication link) with a ground station [3], [4]. Consequently, SSN enabled IS links is considered as a promising solution to download the massive on-board data and very popular in environment surveillance, intelligence reconnaissance, and target surveillance [5], [6].

One important problem in SSNs is to deliver the data from areas of interest collected by small satellites to ground stations with the objective of matching the network resources and data arrival demand. It remains technically challenging to develop efficient data scheduling strategies for SSNs, due to the following two aspects: 1) Random and bursty data arrival. The data arrival in SSNs is often unpredictable in real-world applications, which means that the accurate data arrival information is often unavailable. Therefore, dynamic data scheduling planning is needed to accommodate the random and bursty data arrival, which further exacerbate the difficulty in designing efficient data scheduling planning. 2) Limited and dynamic network resources. On one hand, the inherent highly dynamic network topology can inevitably result in intermittent transmission windows for IS contacts and satellite downlink (SD) contacts for data transmission. On the other hand, to reduce the size and cost of the satellite payload, the on-board resources for each satellite is limited. Specifically, each satellite is equipped with a limited number of transceivers for communicating with its neighboring satellites concurrently [7]. Besides, the on-board storage device embedded in each satellite has limited capacity for storing data while they await their transmission [8]. Furthermore, batteries with limited capacity are installed on satellites for establishing communication links for data transmission and reception [9]. Fortunately, a satellite has the ability to harvest solar energy and store energy in the rechargeable battery to supply the forthcoming communications [10]. However, since no energy can be generated during eclipse periods, there may not be consistent energy supply from solar panels [11].

The data scheduling strategy is dedicated to efficiently matching the on-board network resources in the network with the uneven and stochastic data arrivals to maximize the long-term network performance. However, the aforementioned practical issues in SSNs show that the design of the data scheduling strategies for stochastically arrived data is influ-
enced by a couple of factors such as the finite transmitters, battery capacity, storage capacity, dynamic energy supply from solar panels at satellites, and the time-varying IS channel conditions. It is therefore highly non-trivial to design efficient data scheduling strategies to well match the dynamic multi-dimensional resources to stochastically arrived space data.

B. Literature Review

There is a growing research interest in small satellites to support integrated satellite-terrestrial systems [12], [13] and some emerging applications such as internet of things (IoTs) [14]. Due to the intermittent IS and SD contacts, the store-carry-forward paradigm in delay tolerant networks (DTN) is utilized for data transmission [15] in SSNs, wherein each individual node is assumed to be ready to forward data for others. However, due to the existence of selfish or even malicious nodes, the expected link may not be established normally for data transmission [16]. Therefore, some countermeasures are proposed to deal with such potential security attacks [16]—[18]. Specifically, a secure multilayer credit-based incentive scheme was proposed in [16] to stimulate bundle forwarding cooperation among DTN nodes. Besides, the authors in [17] devised a novel jammer inference-based jamming defense framework to enhance the effectiveness of a series of the proposed anti-jamming strategies. By exploiting the buffering characteristic in DTN nodes, an opportunistic batch bundle authentication scheme was proposed in [18] to achieve efficient bundle authentication.

On the basis of the store-carry-forward paradigm for data transmission, some efforts have been focusing on the design of data scheduling strategies to efficiently exploit the limited network resources, which are mainly classified into two main categories. The first kind of algorithm focuses on the data scheduling planning for predictable data arrival [19]—[21]. Specifically, a primal decomposition method was proposed in [19] to efficiently use the energy resource to achieve high network profit. Besides, recent work [20] proposed a collaborative data scheduling scheme to achieve optimal throughput by jointly scheduling data offload among the satellites and data downloading from satellites to the ground station. Furthermore, based on time-evolving resource graph, an optimal resource allocation strategy was proposed in [21] to facilitate efficient cooperation among various resources. However, these algorithms are static optimization and cannot be applied directly to the data scheduling design with the stochastic data arrival. Therefore, the second kind of algorithm devises data scheduling planning with random data arrival [22], [23]. Considering the future data arrivals, a predictive back-pressure algorithm was proposed in [22] for efficient resource allocation to minimize the time average cost of the system. Moreover, recent work [23] proposed an optimal data scheduling scheme based on Lyapunov optimization to maximize the downloaded data for the randomly arrived data. However, all these existing algorithms make a finite-horizon data scheduling planning, which leads to the fact that they cannot be directly applied to solve the infinite-horizon stochastic data scheduling problem in SSNs.

Such existing finite-horizon data scheduling planning algorithms neglect its corresponding impact on the next planning horizon, which may lead to a poor network resource status (e.g., energy and storage status) at the end of the current planning horizon to support the stochastically arrived data in the next planning horizon. Therefore, dynamic programming algorithms, such as Markov decision process (MDP) and semi-Markov decision process (SMDP) which have been extensively investigated for scheduling and resource allocation in land terrestrial communication environment, are considered promising solutions for infinite-horizon stochastic data scheduling problem. Specifically, recent work [24] reviewed numerous applications of the MDP framework for developing adaptive algorithms and protocols for wireless sensor networks. By exploiting MDP to model the transmission process in wireless network, a policy-restricted MDP and an induced MDP were proposed in [25] to reduce the state space to further reduce complexity. Besides, a channel resource allocation scheme based on SMDP was proposed to maximize the overall system rewards in vehicular ad hoc networks in [26]. Authors in [27] proposed two SMDP based coordinated virtual machine allocation schemes to balance the tradeoff between the high cost of providing services by the remote cloud and the limited computing capacity of the local fog. The attentive design of the infinite-horizon stochastic data scheduling optimization in SSNs using a dynamic programming framework is still missing to the best of knowledge of the authors.

Dynamic programming has to be specialized for applications in satellite scenarios with the consideration of the following two satellite characteristics: 1) the satellite situation, e.g., network topology, is time variant but not random; 2) the solution for each iteration is not a number, i.e., cannot be obtained directly by calculating an explicit expression, but an optimization problem. Based on this motivation, to bridge these research gaps, in this paper, we consider the practical issues of stochastic data arrival and dynamic and limited network resources in an SSN environment. We extend the traditional dynamic programming framework and propose a finite-embedded-infinite two-level dynamic programming framework with joint consideration of contact selection, battery management, and buffer management specifically for the optimization of stochastic data scheduling in SSNs.

C. Contributions

To the best of our knowledge, our finite-embedded-infinite two-level dynamic programming framework is the first approach to formulate the data scheduling process over stochastic data arrival regarding contact selection. In this paper, we formulate the stochastic data scheduling optimization problem as a discrete infinite MDP. By exploiting the specific problem structure, we propose a joint forward and backward induction (JFBI) algorithm framework to resolve the infinite MDP iteratively using a value iteration approach. The calculation of the value in each iteration in forward induction part can be regarded as a finite horizon MDP for each cycle. We further propose a backward induction based cycle reward (BICR) algorithm to calculate this value in each iteration in the
forward induction part. Based on the JFBI algorithm framework, a value based JFBI (VB-JFBI) algorithm and a policy based JFBI (PB-JFBI) algorithm are proposed to achieve the optimal feasible contact selection policy. Finally, we evaluate our proposed two JFBI algorithms by simulations on an SSN with real dynamic network topology traces obtained using Satellite Tool Kit (STK). The results validate the effectiveness of our approaches and demonstrate the performance gain over existing schemes.

In a nutshell, we summarize the contributions of this work as follows.

- We propose a finite-embedded-infinite two-level dynamic programming framework with considerations of the practical issues of stochastic data arrival and time-varying IS contacts specifically in SSN environment.
- We formulate the stochastic data scheduling optimization problem as a discrete infinite MDP problem to maximize the discounted infinite-horizon network reward considering the special feature of the SSN situation which is time variant but not stochastic.
- Two JFBI algorithms, i.e., VB-JFBI and PB-JFBI algorithms, are proposed to efficiently resolve the proposed infinite MDP problem. In particular, compared with conventional MDP, the value for each iteration cannot be obtained directly by calculating an explicit expression but needs to solve an optimization problem.
- Our proposed two JFBI algorithms can give the optimal contact selection policy in accordance with IS channel condition, battery condition, and storage condition for any initial resource status (e.g., storage and battery) compared with other state-of-the-art data scheduling schemes which may only provide contact selection strategies for a specific initial network resource status.
- We obtain the following interesting results through extensive simulations: 1) By considering the infinite horizon planning in the proposed VB-JFBI and the PB-JFBI algorithms, a more judicious IS and SD contacts selection can be achieved to match network resources and data demand; 2) Our proposed two JFBI algorithms can efficiently collaborate on multi-dimensional network resources so as to boost the long-term network performance.

**D. Organization**

The remainder of the paper is organized as follows. In Section II the reference SSN system model is described. A finite-embedded-infinite two-level dynamic programming framework with considerations of the practical issues of stochastic data arrival and time-varying IS contacts specifically in SSN environment.

**II. SYSTEM MODEL**

**A. Network Model**

We consider an SSN with two types of components: 1) a set $U = \{ u_1, \cdots, u_U \}$ of $U$ small satellites moving in LEOs.

These small satellites collect space data by their onboard imagers or sensors and then transmit the space data to ground stations; 2) a set $G = \{g_1, \cdots, g_G\}$ of $G$ ground stations which serve as the sinks for the data collected in small satellites. Due to the periodic movement of satellites, the network topology periodically repeats. The periodic change of the network topology is called a cycle and the time duration of each cycle is denoted as $T$. $T$ is slotted as $T$ slots with constant duration $T$ and the network topology is fixed during each slot (without loss of generality) [28]. We further utilize $z_{l,t}$ to represent the time slot (TS) which belongs to the $l$-th slot of the $l$-th cycle in system. An example SSN with four small satellites and two ground stations is depicted in Fig. 1. Besides, we define $\mathcal{G}(V,E(z_{l,t}))$ as the predictable network topology graph in TS $z_{l,t}$, where $V$ represents the set of network nodes and $E(z_{l,t})$ denotes the set of available communication links which include the set of IS links $E_{ss}(z_{l,t})$ and SDs $E_{sg}(z_{l,t})$ in TS $z_{l,t}$, i.e., $E(z_{l,t}) = E_{ss}(z_{l,t}) \cup E_{sg}(z_{l,t})$. Besides, $e_{ij}(z_{l,t})$ is defined as the communication links from nodes $v_i$ to $v_j$ in TS $z_{l,t}$. Since the network topology is repeated every cycle, $E(z_{l,t}), E_{ss}(z_{l,t}), E_{sg}(z_{l,t})$, and $e_{ij}(z_{l,t})$ remain unchanged for any cycle $l$. For the sake of brevity, we use $E_{zz}, E_{ss}', E_{sg}'$, and $e_{zz}'$ instead of $E(z_{l,t}), E_{ss}(z_{l,t}), E_{sg}(z_{l,t})$, and $e_{ij}(z_{l,t})$ for any cycle $l$, respectively.

The key notations are summarized in Table I.

**B. Stochastic Data Arrival Model**

Due to the random distribution of the targets of interest and their differentiation, there is a bursty data source for each satellite. Let $r(z_{l,t}) = \{r_i(z_{l,t})|v_i \in \mathcal{U}\}$ be the random arrivals (number of bits) collected by satellites at the end of TS $z_{l,t}$.

Assume that $r_i(z_{l,t})$ is independent and identically distributed (i.i.d.) across TSS [23] according to a general distribution $Pr[r_i]$ for satellite $u_i$. Besides, $r_i(z_{l,t})$ is independent with regard to $i$. The moment generating functions of $r_i$ exist with $E[r_i] = \lambda_i$ which is partitioned (quantized) into $H + 1$ levels, denoted as $\mathcal{R} = \{0, \beta_1, \beta_2, \cdots, \beta_H\}$ shown in Fig. 1, where 0 represents that there is no data arrival. During TS $z_{l,t}$, each satellite $u_i$ is associated with an average data arrival

$1^T$ is the least common multiple of the period of the Earth’s rotation and the period in which the satellite moves along its orbit.

$2$We assume that the transmitters are causal so that the data arrived at the TS is not observed when the actions of this TS are performed.
rate \( r_i(z_{1,t}) = \beta_n \) with some probability \( p_n \). The specific data arrival distribution \( \Pr [r_i] \) can be captured by mission management center (MMC) [29]. In practical applications, MMC can monitor the data arrival information for a long period of time, and then the data arrival distribution \( \Pr [r_i] \) will be obtained according to the statistical characteristics of the obtained data arrival information.

Data is served by the SSN through store-carry-forward paradigm [15] which consists of two types as shown in Fig. 1: 1) store-transmission: small satellites can first store the stochastically arrived data onboard and then carry them forward until a transmission opportunity is available; and 2) store-relay-transmission: small satellites can transmit the stored data onboard to other small satellites for assistance to download the data.

C. Inter-satellite Contact Model

Due to the periodic orbiting movement of satellites, the IS contacts are dynamic which is reflected in the following two aspects: 1) the existence of IS links is dynamic; and 2) the achievable data rate (in bps) of IS links is dynamic. Since the network topology is repeated every cycle, we utilize \( t \) to represent \( z_{1,t} \) for brevity.

According to [30] and [31], the achievable data rate (in bps) of an IS link from a small satellite \( u_i \) to \( u_j \) in TS \( z_{1,t} \), denoted by \( D_{sij}(z_{1,t}) \), can be expressed as follows:

\[
D_{sij}(z_{1,t}) = \frac{P_{is} G_{ri} G_{rrej} L_{fij}(z_{1,t})}{k T_s \cdot (E_s/N_0)_{req}} \cdot \Omega, 
\]

where the free space loss \( L_f(z_{1,t}) \) is

\[
L_{fij}(z_{1,t}) = \left( \frac{c}{4 \pi \cdot S_{ij}(z_{1,t}) \cdot f} \right)^2. 
\]

\( P_{is} \) is the constant transmission power (in W) of satellites for IS links. \( G_{tri} \) and \( G_{rrej} \) are the transmitting antenna gain and receiving antenna gain for the two ends of the link \( e_{ij}^t \), respectively. Besides, \( k \) and \( T_s \) are Boltzmann’s constant (in KJ⁻¹) and total system noise temperature (in K). \( (E_s/N_0)_{req} \) and \( \Omega \) are the required ratio of received energy-per-bit to noise-density and link margin. \( S_{ij}(z_{1,t}) \) is the slant range (in km) in TS \( z_{1,t} \). \( c \) and \( f \) are the speed of light (in km/s) and communications center frequency (in Hz) of IS links. Since the network topology is repeated every cycle, \( S_{ij}(z_{1,t}) \) remains the same for the same slot \( t \) in different cycle \( l \), which makes that \( D_{sij}(z_{1,t}) \) remains constant for the same slot \( t \) in different cycle \( l \). Therefore, we utilize \( D_{sij}(t) \) to replace with \( D_{sij}(z_{1,t}) \) for brevity.

D. Energy Dynamics Model

In this subsection, we present the energy dynamics model for small satellites [32]. To model the energy consumption of satellites, we first define \( e_{ij}(e_{ij}^t, \emptyset) \) as the amount of data originating from satellite \( u_k \) passing through link \( e_{ij}^t \) during TS \( z_{1,t} \). Furthermore, the corresponding IS link capacity for link \( e_{ij}^t \) is denoted as \( C(e_{ij}^t) \), which is defined as the maximum amount of data that can be transmitted by the corresponding link and represented as \( C(e_{ij}^t) = D_{sij}(t) \cdot \tau, \forall e_{ij}^t \in \mathcal{E}_{ss} \).
Similarly, the capacity link for an SD $e_{ij}^t \in E_{ss}^t$ is
$$C(e_{ij}^t) = D_{sij} \cdot \tau, \forall e_{ij}^t \in E_{ss}^t,$$
where $D_{sij}$ is the constant data rate of SD $e_{ij}^t \in E_{ss}^t$. Hereafter, we elaborate on the specific energy consumption and harvesting model for small satellites.

The energy consumption of satellite $u_i$ for transmitting data during TS $z_{l,t}$, denoted by $E_{it}(z_{l,t})$, can be expressed as
$$E_{it}(z_{l,t}) = \sum_{u_k \in U} \left( \sum_{j : (e_{ij}^t) \in E_{ss}^t} P_{ss} \cdot \frac{x_{i}(e_{ij}^t, u_k)}{C(e_{ij}^t)} \right) + \sum_{j : (e_{ij}^t) \in E_{sg}^t} P_{sg} \cdot \frac{x_{i}(e_{ij}^t, u_k)}{C(e_{ij}^t)} \cdot \tau, \quad (3)$$
which includes two parts, i.e., energy consumption for IS links and SDs. $P_{ss}$ and $P_{sg}$ are the corresponding transmission powers.

We denote $E_{ir}(z_{l,t})$ as energy consumption for receiving data at satellite $u_i$ during TS $z_{l,t}$ with reception power $P_{r}$. $E_{ir}(z_{l,t})$ is shown as
$$E_{ir}(z_{l,t}) = \sum_{u_k \in U} \sum_{j : (e_{ij}^t) \in E_{ss}^t} P_{r} \cdot \frac{x_{i}(e_{ij}^t, u_k)}{C(e_{ij}^t)} \cdot \tau. \quad (4)$$

Moreover, we use $E_{io}(z_{l,t})$ to denote the energy consumption for nominal operation at satellite $u_i$ during TS $z_{l,t}$. $E_{io}(z_{l,t})$ can be expressed as
$$E_{io}(z_{l,t}) = P_{o} \cdot \tau, \quad (5)$$
where $P_{o}$ is the nominal operation power.

The total energy consumption at satellite $u_i$ during TS $z_{l,t}$, denoted by $E_{ic}(z_{l,t})$, consists of the above three energy consumption items and is shown as
$$E_{ic}(z_{l,t}) = E_{it}(z_{l,t}) + E_{ir}(z_{l,t}) + E_{io}(z_{l,t}). \quad (6)$$

We denote $E_{ih}(z_{l,t})$ as the harvested energy at satellite $u_i$ over TS $z_{l,t}$ which can be determined in advance based on orbital dynamics. Since $E_{ih}(z_{l,t})$ are identical for the same slot $t$ in different cycle $l$, i.e., $E_{ih}(z_{l,t}, l', t') = E_{ih}(z_{l,t})$, $\forall l', t' = t$, we use $E_{ih}^t$ instead of $E_{ih}(z_{l,t})$ for brevity. $E_{ih}^t$ can be expressed as follows
$$E_{ih}^t = P_{h} \times \max \{0, \tau - d_i^t\}, \quad (7)$$
where $P_{h}$ is the energy collection rate. $d_i^t = 0$ when satellite $u_i$ is exposed to the sun while satellite $u_i$ is is eclipsed by the Earth, $d_i^t$ is the remaining time that satellite $u_i$ still stay in shadow at the beginning of the $t$-th slot in a cycle. Observe from (7) that $E_{ih}^t$ is positive when $d_i^t$ is smaller than $\tau$; otherwise, $E_{ih}^t = 0$.

We assume that the onboard batteries are causal so that the energy harvested in TS $z_{l,t}$ is not observed when the actions of this TS are performed.

III. PROBLEM FORMULATION BASED ON MDP FRAMEWORK

In this section, we propose a finite-embedded-infinite two-level MDP framework based on the dynamic programming algorithms [33] to formulate the stochastic data scheduling problem, where we assume a priori knowledge of the statistics of data arrival. Specifically, we first elaborate on the technical definition of the MDP for SSN. Then, we further formulate the proposed stochastic data scheduling problem as an infinite horizon MDP.

A. A Discrete Finite-embedded-Infinite Two-Level MDP Framework for SSNs

Data scheduling in SSN is a sequential decision problem, which can be cast as an infinite MDP described as follows.

1) State: The state system in TS $z_{l,t}$, denoted as $s(z_{l,t})$, is represented by a 2-tuple, i.e.,
$$s(z_{l,t}) \triangleq \langle B(z_{l,t}), EB(z_{l,t}) \rangle, \quad (8)$$
where $B(z_{l,t}) = \{ B_i(z_{l,t}) | i \in U \}$ and $EB(z_{l,t}) = \{ EB_i(z_{l,t}) | i \in U \}$ are the system storage state and battery energy state, respectively. $B_i(z_{l,t})$ and $EB_i(z_{l,t})$ are the data stored and residual energy in satellite $u_i$ at the beginning of TS $z_{l,t}$, respectively. We partition the satellite storage and battery capacity into $M_1$ and $M_2$ intervals with equal lengths, i.e.,
$$[0, B_{max}] = \left[ 0, \frac{B_{max}}{M_1} \right) \cup \cdots \cup \left[ (M_1 - 1) \frac{B_{max}}{M_1}, B_{max} \right].$$
and
$$[EB_1, EB_{max}] = \left[ EB_1, \frac{EB_{max}}{M_2} \right) \cup \cdots \cup \left[ EB_1 + (M_2 - 1) \frac{EB_{max}}{M_2}, EB_{max} \right],$$
where $B_{max}$ and $EB_{max}$ are the storage capacity and battery capacity, respectively. $EB_i = (1 - \eta) \cdot EB_{max}$ and $EB_a = EB_{max} - EB_i$. $\eta$ is the maximum discharge depth of the battery. The satellite buffer state and energy state in each interval are represented by their mid-values, i.e.,
$$B_i(z_{l,t}) \in \{ B_{max}/2M_1, \cdots, (2M_1 - 1)B_{max}/2M_1 \}$$
and
$$EB_i(z_{l,t}) \in \{ EB_1 + EB_a/2M_2, \cdots, EB_{max} - EB_a/2M_2 \}.$$

2) Action: The action in the MDP problem is $\alpha (z_{l,t})$, which is the feasible network contact selection in TS $z_{l,t}$. Due to the limited number of transponders, a potential contact may not be feasible for data transmission. We introduce a set of boolean variables $y_{l}(e_{ij}^t) = \{ 0, 1 \}, \forall e_{ij}^t \in E_{ss}^t \cup E_{sg}$ to model the contention caused by limited transponders in TS $z_{l,t}$, where $y_{l}(e_{ij}^t) = 1$ if link $e_{ij}^t$ is active in cycle $l$, and 0 otherwise. We assume a small satellite can only simultaneously establish one IS link and one SD in each TS, i.e.,
$$\sum_{j : e_{ij}^t \in E_{ss}} y_{l}(e_{ij}^t) \leq 1, \forall u_i \in U, l, t, \quad (9)$$
$$y_{l}(e_{ij}^t) = y_{l}(e_{ji}^t), \forall e_{ij}^t \in E_{ss}^t, l, t, \quad (10)$$
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and
\[
\sum_{j: e_{ij} \in E_{ug}} y_l \left( e_{ij}^l \right) \leq 1, \ \forall u_i \in U, l, t. \quad (11)
\]
restricts bi-directionality on the IS contact selection. Besides, a ground station can only establish one SD in each TS, i.e.,
\[
\sum_{i: e_{ij} \in E_{ug}} y_l \left( e_{ij}^l \right) \leq 1, \ \forall g_j \in G, l, t. \quad (12)
\]

The action space is all the potential feasible network contacts. Since the action space remains unchanged for any cycle, we let \( A_t \) denote the feasible action set in the \( t \)-th slot in any cycle, which can be obtained by finding the feasible IS and SD contacts. To efficiently exploit the communication resource, we find the maximum feasible IS and SD contacts. We first construct conflict graphs (CGs) based on the network topology for the IS and SD contacts, respectively. Then, an efficient algorithm, such as the Bron-Kerbosch (BK) algorithm [34], can be employed to discover the maximum independent sets (MISs) for the CGs to attain the corresponding feasible IS and SD contacts. Note that in our proposed MIS problems, to get all possible maximum feasible contacts, the weight of the edge in the aforementioned CGs is set at 1, which means that the resulting feasible IS and SD contacts may not be unique. An example is shown in Fig. 2, where Fig. 2a is the network graph for the example SSN in Fig. 1. Fig. 2b and Fig. 2c are the corresponding feasible IS and SD contacts, respectively.

3) Reward: \( R(s(z_{lt}), a(z_{lt})) \) denotes the immediate reward of taking action \( a(z_{lt}) \) in state \( s(z_{lt}) \) at TS \( z_{lt} \). Different from the conventional MDP wherein the reward can be defined as the function of state and action, and can be calculated directly, \( R(s(z_{lt}), a(z_{lt})) \) in our MDP model needs to be calculated by solving a linear programming (LP) optimization problem.

In the process of data transmission for each time slot, flow conservation should be satisfied. Flow conservation balances the change in the storage occupancy of a node against the incoming data for every TS. To model the flow conservation, we define \( p_i(u_k, z_{lt}) \) (in Mbit) as the volume of data which originates from satellite \( u_k \) and is stored in the buffer of satellite \( u_i \) at the end of TS \( z_{lt} \). Thus, we have the following equations:
\[
\sum_{j: e_{ij} \in E_t} x_l(e_{ij}, u_k) + p_i(u_k, z_{lt}) = B_k(z_{lt}),
\]
\[\forall u_k \in U, u_i = u_k, \quad (13)\]

where \( x_l(e_{ij}, u_k) \) is the amount of data transmitted from satellite \( u_i \) to satellite \( u_j \) at the TS \( z_{lt} \), and \( B_k(z_{lt}) \) is the buffer size of satellite \( u_k \) at the end of TS \( z_{lt} \).

Constraints are also needed to ensure that the amount of data sent over an active link is limited by its capacity over that TS, and thus we have
\[
\sum_{j: e_{ij} \in E_{ug}} x_l(e_{ij}, u_k) \leq C(e_{ij}) \cdot y_l(e_{ij}), \forall e_{ij} \in E. \quad (16)
\]

Similarly, the storage at satellite node does not exceed the specified limit, i.e.,
\[
B_k'(z_{lt}) = \sum_{u_k \in U} p_i(u_k, z_{lt}) \leq B_{max}. \quad (17)
\]

Herein, \( B_k'(z_{lt}) \) is the amount of buffered data to be downloaded in satellite \( u_i \) at the end of TS \( z_{lt} \) which does not include newly arrived data during TS \( z_{lt} \). Besides, energy consumption during TS \( z_{lt} \) cannot exceed the specific limit. Since only energy that has been buffered up to \( z_{lt} \) can be used in the current TS, there exists a causality constraint on \( E_k'(z_{lt}) \) satisfying
\[
E_k'(z_{lt}) = E_k(z_{lt}) - E_{ic}(z_{lt}) \geq E_k_{max} \cdot (1 - \eta), \quad (18)
\]
where \( E_k'(z_{lt}) \) denotes the residual energy of satellite \( u_i \) at the end of TS \( z_{lt} \) which does not include the harvested energy during TS \( z_{lt} \). Besides, we define \( B'(z_{lt}) = \{B_k'(z_{lt}) | v_i \in U\} \) and \( E_k'(z_{lt}) = \{E_k'(z_{lt}) | v_i \in U\} \), respectively.

Given state \( s(z_{lt}) \) (i.e., \( B(z_{lt}) \) and \( E(z_{lt}) \)) and action \( a(z_{lt}) \) (i.e., \( y_l(e_{ij}) \), \( \forall e_{ij} \in E_t \)) in TS \( z_{lt} \), the corresponding reward \( R(s(z_{lt}), a(z_{lt})) \) can be obtained by solving the following linear programming (LP) problem:
\[
\max_{x_{lt}, B'(z_{lt}), E'(z_{lt})} D(z_{lt}) - \omega C(z_{lt}) \quad (19)
\]
s.t. \( (13) - (18) \),

where
\[
D(z_{lt}) = \sum_{k=U}^{k=U} \sum_{e_{ij} \in E_{ug}} x_l(e_{ij}, u_k)
\]
represents the total amount of the data downloaded to ground stations in TS \( z_{lt} \), and
\[
C(z_{lt}) = \sum_{k=U}^{k=U} b_k'(z_{lt})
\]
denotes the total amount of the data which remains in the satellites’ storage. \( \omega \) here is a weight parameter which can be regarded as the penalty factor, mimicking the soft delay constraint. By finding the data transmission variables \( x(z_{lt}) = \{x_l(e_{ij}, u_k) | e_{ij} \in E_t, u_k \in U\} \), \( B'(z_{lt}) \), and \( E'(z_{lt}) \) to solve the LP problem, we can then obtain the potential transferred system states in the next TS.

---

**Figure 2.** Maximum feasible IS and SD contacts selection schematic.
4) State Transition probabilities: The state transition probability in the same cycle \( l \), denoted as \( p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) \) is the probability that the system will be in state \( s(z_{l,t+1}) \) in the \((t + 1)\)-th slot in cycle \( l \), given that it was in state \( s(z_{l,t}) \) and action \( a(z_{l,t}) \) in the \( t \)-th slot in cycle \( l \). The buffer and energy at satellite \( u_i \) evolves according to \( B_i(z_{l,t+1}) = Q_1(B_i'(z_{l,t}) + r_i(z_{l,t})) \) and \( E_i(z_{l,t+1}) = Q_2(E_i'(z_{l,t}) + E_{ih}) \), where

\[
Q_1(q_1) = \left( 2 \min \left( \left\lfloor \frac{M_1 \min \{q_1, B_{\max} \}}{B_{\max}} \right\rfloor + 1, M_1 \right) - 1 \right) \cdot \frac{B_{\max}}{2M_1},
\]

and

\[
Q_2(q_2) = E_i + \left( 2 \min \left( \left\lfloor \frac{M_2 \min \{q_2 - E_iB_i, E_{\max} \}}{E_{\max}} \right\rfloor + 1, M_2 \right) - 1 \right) \cdot \frac{E_{\max}}{2M_2}.
\]

Herein, \([x] \) is the floor function. \( Q_1(q_1) \) and \( Q_2(q_2) \) are two quantization functions mapping \( B_i(z_{l,t}) \) and \( E_i(z_{l,t}) \) to the buffer state and battery energy state, which are non-decreasing over \( q_1 \) and \( q_2 \). Similarly, the state transition probability between two different cycles can be denoted as \( p(s(z_{l,t+1+1}) \mid s(z_{l,t}), a(z_{l,t})) \), which represents the state transition from the \( T \)-th slot in cycle \( l \) to the first slot in cycle \((l + 1)\).

Proposition 1. For the state transition probability in the same cycle \( l \), with given \( s(z_{l,t}) \) and \( a(z_{l,t}) \), the state in TS \( z_{l,t+1} \) depends only on the present \( B'(z_{l,t}), r(z_{l,t}), \) \( E'(z_{l,t}), \) and \( E_i(t) \). In other words, the system state transition process has the Markov property. Besides, the state transition probability \( p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) = p(r(z_{l,t})) \), where \( r(z_{l,t}) = \{r_i(z_{l,t}) \mid v_i \in U \} \) denotes the data arrival vector in TS \( z_{l,t} \). The state transition process between two different cycles also has the Markov property and the state transition probability \( p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) = p(r(z_{l,t})) \), where \( r(z_{l,t}) = \{r_i(z_{l,t}) \mid v_i \in U \} \).

Proof: Define \( E_i(t) = \{E_{ih} \mid v_i \in U \} \). The specific derivation for \( p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) \) is shown as follows:

\[
p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) = p(B'(z_{l,t+1}), E'(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) = p(B'(z_{l,t}), E'(z_{l,t}) + E_i(t)) \mid s(z_{l,t}), a(z_{l,t})) = p(r(z_{l,t})) \]

\[
= \prod_{i=1}^{U} p(r_i(z_{l,t})).
\]

Note that the energy harvesting process is a deterministic process. Besides, \( B'(z_{l,t}) \) and \( E'(z_{l,t}) \) can be obtained by solving a deterministic LP. Consequently, the system state in the next TS depends only on the data arrival vector \( r(z_{l,t}) \). Since the derivation of \( p(s(z_{l,t+1+1}) \mid s(z_{l,t}), a(z_{l,t})) \) is similar to that of \( p(s(z_{l,t+1}) \mid s(z_{l,t}), a(z_{l,t})) \), the corresponding part of the proof is omitted for brevity. According to the definition given in [35], a stochastic process has the Markov property if the conditional probability distribution of future states of the process (conditional on both past and present states) depends only upon the present state, not on the sequence of events that preceded it. Therefore, the proposed state transition process is a Markov process.

B. Problem Formulation

In the proposed finite-embedded-infinite two-level MDP framework, a decision is a mapping from a state to an action, i.e., \( \kappa_z : s(z_{l,t}) \rightarrow a(z_{l,t}) \). A “policy” \( \varphi_l \) is a sequence of decisions for each TS in cycle \( l \), i.e., \( \varphi_l = \{\kappa_{l,T}^l(s(z_{l,T})), \ldots, \kappa_{z}^l(s(z_{l,z}))\} \). The set of all feasible network contact policies during a cycle is denoted as \( \Pi \). Specifically, \( \Pi \) is the combination of the feasible network contact decision for each TS in a cycle and remains unchanged for any cycle due to the periodic repetition of the network topology. Given the initial state \( s(z_{l,1}) \) in the first TS in a cycle \( l \), the expected total reward in a cycle \( l \) denotes the sum of the slot reward in a cycle \( l \) gained by taking policy \( \varphi_l \) in state \( s(z_{l,1}) \) and proceeding to state \( s'(z_{l+1,1}) \) in the next cycle. Specifically, we use \( \Phi_{\Sigma}^\varphi(s'(z_{l+1,1}), \varphi_l, s(z_{l,1})) \) to represent the expected total reward in a cycle \( l \) and it is expressed as

\[
\Phi_{\Sigma}^\varphi(s'(z_{l+1,1}), \varphi_l, s(z_{l,1})) = \mathbb{E}[\varphi_l, s] \sum_{t=1}^{T} \mathbb{E}[R(s(z_{l,t}), \kappa^\varphi_l(s(z_{l,t})))],
\]

where \( \mathbb{E}[\cdot] \) is the expectation function and the expectation is over all possible state sequences \( s_l = \{s(z_{l,1}), \ldots, s(z_{l,T})\} \) in cycle \( l \) induced by \( \varphi_l \). Consequently, the discounted infinite horizon total reward associated with a given policy \( \Theta \) and initial state \( s(z_{l,1}) \) (i.e., the state of the first slot in cycle 1) is given by

\[
J^\Theta(s(z_{l,1})) = \mathbb{E} \left[ \sum_{l=1}^{\infty} \alpha^{l-1} \Phi_{\Sigma}^\varphi(s'(z_{l+1,1}), \varphi^\Theta_l, s(z_{l,1})) \mid s(z_{l,1}) \right],
\]

where \( s(z_{l,1}) \) and \( \varphi^\Theta_l \) denote the state visited at TS \( z_{l,1} \) and policy taken on cycle \( l \) based on state \( s(z_{l,1}) \), according to policy \( \Theta \). \( \alpha (0 < \alpha < 1) \) is the discounting factor which can weigh the myopic or foresighted decisions. Note that the impact of the initial state on the discounted infinite horizon total reward, i.e., \( J^\Theta(s(z_{l,1})) \), is dissolved over time.

The goal of the infinite horizon MDP is to find the optimal feasible network contacts for each slot in one cycle, i.e., \( \Theta(s) \), in state \( s \) that maximizes the discounted infinite horizon total reward \( J^\Theta(s(z_{l,1})) \) as follows

\[
V(s(z_{l,1})) = \max_{\Theta \in \Pi} J^\Theta(s(z_{l,1})).
\]

The infinite horizon optimal data scheduling is to determine an optimal policy \( \Theta^* \) that maximizes the value function.
IV. JOINT FORWARD AND BACKWARD INDUCTION BASED SOLUTION

In this section, we first propose a JFBI algorithm framework, which consists of two layers to solve the proposed infinite MDP problem with consideration of the special characteristics of SSNs, i.e., periodic characteristics. Specifically, a forward induction algorithm is proposed at the outer layer to solve the proposed infinite MDP problem. The value calculation in each iteration in forward induction, i.e., the network reward in each cycle, consists of $T$ slots, which can be regarded as a finite-horizon MDP. We further propose a backward induction algorithm at the inner layer to obtain this value. Then, we analyze the complexity of the proposed JFBI algorithm framework.

A. Algorithm Design

Based on the proposed JFBI algorithm framework, we first propose a value based JFBI (VB-JFBI) algorithm to obtain the optimal contact selection policy, wherein the iteration stops until the improvement to the value in forward induction is less than a predetermined small threshold $\epsilon > 0$. Furthermore, a policy based JFBI (PB-JFBI) algorithm is proposed to achieve the optimal and stable contact selection policy for a cycle, wherein the iteration stops until the obtained policies in the two consecutive cycles are identical.

Definition 1. (Bellman’s optimal equations for infinite cycles): Define $\phi^*_l(s_{1:t})$ as the maximum achievable network reward at state $s_{1:t}$ during cycle $l$. We can find $\phi^*_l(s_{1:t})$ at every state recursively by solving the following Bellman’s optimal equations [36],

$$
\phi^*_l(s_{1:t}) = \phi^*_{l-1}(s_{1:t-1}, \vartheta_l), s_{1:t-1}) + \alpha \cdot \sum_{s_{1:t-1}} P(s_{1:t-1} \mid s_{1:t-1}, \vartheta_l) \phi^*_{l-1}(s_{1:t-1}),
$$

(26)

Based on the optimal Bellman equations in (26), we propose a forward induction method, which is a value iteration approach, to solve the proposed infinite horizon discounted MDP, i.e., to obtain $V(s_{1:t})$. The idea is to divide the optimization problem based on the number of steps to go. In particular, given an optimal policy for $(l - 1)$ time steps to go, we calculate the $Q$-values for $l$-steps to go. After that, we can obtain the optimal policy $\Theta^*$ based on the following equations:

$$
Q_l(s_{1:t}, \vartheta_l) = \phi^*_{l}(s_{1:t-1}, \vartheta_l, s_{1:t-1}) + \alpha \cdot \sum_{s_{1:t-1}} P(s_{1:t-1} \mid s_{1:t-1}, \vartheta_l) \phi^*_{l-1}(s_{1:t-1}),
$$

(27)

$$
\phi^*_l(s_{1:t}) = Q^*_l(s_{1:t}, \vartheta_l) = \max_{\vartheta_l} Q_l(s_{1:t}, \vartheta_l),
$$

(28)

where $\Theta^*_l(s_{1:t})$ is the value of state $s_{1:t}$ and $Q^*_l(s_{1:t}, \vartheta_l)$ is the value of taking policy $\vartheta_l$ at state $s_{1:t}$. The optimal policy $\Theta^*$ of this MDP problem can be obtained by solving (27) recursively with the forward induction algorithm, in which, the $Q$-values are evaluated over all possible states in the first slot in each cycle. Since the cycle horizon is infinite, this iteration procedure in forward induction continues till a convergence condition is met (e.g., $\|\phi^*_l(s_{1:t}) - \phi^*_{l-1}(s_{1:t-1})\| < \epsilon$) [36].

Algorithm 1 Value Based Joint Forward and Backward Induction Algorithm

1: Input: $T$, $G(V,E_t) \forall t \in T$, data arrival process ($R$ and the corresponding probability for each of them).
2: Output: optimal policy matrix $\Theta^*$ and optimal value matrix $V_{opt}$.
3: Initialization: Set $l = 1$, initial immediate reward matrix as $R(|S| \times |A|) = 0$, state transition probability matrix as $P(|S| \times |S| \times |A|) = 0$, $\phi^*_0(s_{1:t-1}, \vartheta_l) (|S| \times 1) = 0$, $V_{opt} (|S| \times |T|) = 0$, and $\Theta^* (|S| \times |T|) = 0$.
4: Define the state set $S$ according to (20) and (21).
5: Utilize BK algorithm to find the set of actions $A = \{A_t, \forall t \in T\}$ for each decision epoch according to $G(V,E_t), \forall t \in T$.
6: for $t = 1$ to $T$ do
7: Solve the LP problem in (19) for each $s_{1:t}$ and $a_{s_{1:t}}$ to obtain $R(s_{1:t}, a_{s_{1:t}})$, $B^1(s_{1:t})$, and $B^2(s_{1:t})$. Put $R(s_{1:t}, a_{s_{1:t}})$ to the corresponding locations in $R$.
8: According to $B^1(s_{1:t})$, $B^2(s_{1:t}), \sigma(s_{1:t})$, and $B_0(t)$, obtain the potential states in the TS $(s_{1:t+1}) (t < T)$ and TS $(s_{1:t+1}) (t = T)$ and their corresponding transition probability $p(s_{1:t+1} \mid s_{1:t}, a_{s_{1:t}})$ during the same cycle and $p(s_{1:t+1} \mid s_{1:t}, a_{s_{1:t}})$ between different cycles based on (22). Put $p(s_{1:t+1} \mid s_{1:t}, a_{s_{1:t}})$ and $p(s_{1:t+1} \mid s_{1:t}, a_{s_{1:t}})$ to the corresponding locations in $P$.
9: end for
10: Repeat
11: Exploit the proposed BICR scheme in Algorithm 2 to calculate the optimal value matrix $\psi^*$ for cycle $l$.
12: $\phi^*_l(s_{1:t}) = \psi^*_l(|S|, 1)$ (i.e., assign the cumulative network reward of the first slot in cycle $l$ for all states obtained by Algorithm 2 to $\phi^*_l(s)$ in (28)).
13: $l = l + 1$
14: Until $\|\phi^*_l(s_{1:t}) - \phi^*_{l-1}(s_{1:t-1})\| < \epsilon$.
15: $\Theta^* = \phi^*_l, V_{opt} = \psi^*.$

From (27), we can see that the decisions from the first slot to the $T$-th slot in cycle $l$ need to be selected. In other words, the calculation of $Q^*_l(s_{1:t}, \vartheta_l)$ for cycle $l$ can be regarded as a finite-horizon MDP problem. Consequently, we proposed a BICR algorithm to calculate this $Q$-value $Q^*_l(s_{1:t}, \vartheta_l)$ by recursively obtaining the optimal actions for earlier slots back to the first slot. In each slot during cycle $l$, the optimal action balances the immediate reward and the future reward by selecting a suitable network contacts topology.

The reward-to-go function in the $t$-th slot during cycle $l$ is defined as the sum of the expected total reward from the $t$-th slot to the $T$-th slot during cycle $l$, which can be expressed as shown in (29).

Definition 2. (Bellman’s optimal equations for finite slots in one cycle): A feasible network contacts selection policy for cycle $l$, i.e., $\vartheta_l$ is optimal if and only if it achieves the maximum value of the total expected reward during cycle $l$.

In other words, the optimal reward-to-go functions for cycle $l$ should satisfy the Bellman’s optimal equations in (30) [36].

By summarizing the above descriptions, we first present the detailed procedure of the proposed VB-JFBI algorithm as shown in Algorithm 1, wherein the iteration stops until the improvement to the value in forward induction is less...
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Due to the periodic orbiting movement of satellites, the immediate reward matrix and the state transition probability matrix remain the same for different cycles.

Algorithm 2 Backward Induction based Cycle Reward Algorithm

1: **Input:** Optimal value vector \( \theta^*_l(s) \), the set of actions \( A \), the immediate reward matrix as \( R([S] \times [A]) \), state transition probability matrix as \( P([S] \times [S] \times [A]) \), data arrival process (\( R \) and the corresponding probability for each of them), cycle \( l \).
2: **Output:** optimal policy matrix \( \varphi^*_l \) and optimal reward-to-go value matrix \( V_{opt} \).
3: **Initialization:** Set \( t = T \), \( \psi^*_l([S] \times [T]) = 0 \), and \( \varphi^*_l([S] \times [T]) = 0 \).
4: while \( t > 0 \) do
5: for each system state \( s(z_{i,l}) \in S \) do
6: Find the optimal action \( a_{opt}(z_{i,l}) \) for \( s(z_{i,l}) \) and compute \( \psi^*_l(s(z_{i,l})) \) according to Bellman’s optimal equations in (30) and put them to the corresponding locations in \( \varphi^*_l \) and \( \psi^*_l \).
7: end for
8: \( t = t - 1 \)
9: end while

selection policy, we replace the termination condition in step (14) of the algorithm 1 with \( \theta^*_l = \theta^*_{l-1} \). We choose to skip the detail of the PB-JFBI algorithm for brevity.

It is noteworthy that once \( \Theta^* \) is obtained, it acts as a look-up table. During data scheduling, based on the system state, the optimal network contact operation can be determined immediately by referring to the associated entry in such a table. The corresponding optimal contact selection actions in each TS obtained by the proposed JFBI framework can provide an upper bound of network reward to any data scheduling designs of the SSNs.

Remark 1. In practical applications, data arrivals often remain stationary over a significantly long time duration (e.g., dozens of days) [29]. The proposed VB-JFBI and PB-JFBI algorithms can be utilized to obtain the optimal contact selection strategies according to different resource status (storage and battery). Small disturbance of data arrival may not affect the contact selection for achieving the optimal or a near optimal network reward. If MMC detects a change in the data arrival distribution, the proposed algorithms can be re-executed to obtain the optimal contact selection actions.

B. Complexity Analysis

In this subsection, we analyze the complexity of the proposed JFBI algorithm framework. Note that the difference between the complexity of the VB-JFBI and PB-JFBI algorithms is only the number of outer iterations, i.e., the iterations in forward induction part (step 10-14 in Algorithm 1). Therefore, we only analyze the complexity of the proposed VB-JFBI algorithm. Hereinafter, we give the specific analysis of the complexity of all operations for VB-JFBI respectively as follows:

- Firstly, we analyze the complexity of the computation of the immediate reward for each TS in one cycle, i.e., the complexity of constructing the matrix \( R([S] \times [A]) \). We assume that the number of the feasible network contact combinations, i.e., the number of actions, in each TS is \( \gamma \). Besides, we consider the worst case, where each
satellite can establish communication links with each other satellite and ground station during a TS. Hence, to obtain the immediate reward for each TS, we need to solve $|S| \cdot \gamma \cdot T$ LP problems as shown in (19) and $\gamma = U \cdot (U + G) \cdot U$ variables need to be solved in each LP problem. Consequently, the complexity to solve these LP problems [37] is

$$C_{lp} = O(|S| \cdot \gamma \cdot T \cdot \gamma^{3.5}) = O(|S| \cdot \gamma \cdot T \cdot U^7 \cdot (U + G)^{3.5}).$$

- Then, we give the complexity analysis of each outer iteration for cycles, i.e., the forward induction part. We utilize the BICR algorithm in Algorithm 2 to calculate the optimal value for each cycle. Owing to fast memory-retrieving step, the complexity of the backward induction in BICR algorithm is $O(T)$ [38]. Therefore, the complexity of the operations in the forward induction part is $C_{fi} = \varpi \cdot O(T)$, where $\varpi$ is the number of outer iteration for cycles.

Thus, we can derive that the complexity of the VB-JFBI algorithm in the worst case is

$$C_{lp} + C_{fi} = O(|S| \cdot \gamma \cdot T \cdot U^7 \cdot (U + G)^{3.5}) + \varpi \cdot O(T) = O(|S| \cdot \gamma \cdot T \cdot U^7 \cdot (U + G)^{3.5}).$$

We can note that the complexity of the VB-JFBI algorithm is an algebraic expression about $T$.

Remark 2. We can observe from (31) that the complexity of the VB-JFBI algorithm is mainly caused by the computation of the reward matrix $R(|S| \times |A|)$, wherein, $|S|$ grows rapidly as the number of the storage state and battery state of each satellite, i.e., $M_1$ and $M_2$, increase. However, it is noteworthy that this paper is dedicated to giving an optimal contact selection strategies for any initial resource status (e.g., storage and battery) according to different resource status (storage and battery). In other words, once we obtain the optimal policy $\Theta^*$, it acts as a look-up table, which means that the complexity of online use is quite low.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present extensive experiments which are conducted using the real-world satellite parameters supplied from the STK and Matlab simulator to evaluate the performance of the proposed VB-JFBI and PB-JFBI algorithms for SSNs. For performance comparison, we adopt the following two baseline schemes.

- **Fair Contact Selection (FCS):** In this scheme, contacts tend to be established fairly, which guarantees that each satellite has fair opportunity to establish IS and SD contacts. In other words, feasible contacts selection in this scheme neglects the storage, buffer status and also neglects the time-varying IS channel condition.

- **Myopia:** The myopia algorithm determines the feasible contacts establishment policy aiming at maximizing the instantaneous reward received at each TS for each transmission opportunity. Hence, contact selection policy according to the myopia algorithm is to download as much data as possible to the ground stations in each TS. In other words, future demands are completely ignored in the myopia scheme.

A. Simulation Configuration

We conduct experiments on an SSN scenario with six small satellites and three ground stations. Specifically, three small satellites are distributed over a sun-synchronous orbits at a height of 554.8km and with inclination 86.4° and other three small satellites are distributed over a sun-synchronous orbits at a height of 554.8km and with inclination 93.6°, wherein the orbital period of each satellite is one hour. Three ground stations are located at Beijing (40°N, 116°E), Kashi (39.5°N, 76°E), and Qingdao (36°N, 120°E). The time duration of each cycle in the proposed SSN scheme is about $T = 24$ hours. Furthermore, we utilize STK to obtain all the potential contacts from 14 Aug. 2018 04:00:00 to 15 Aug. 2018 04:00:00 which can be regarded as the action set during a cycle. In the simulations, we set $T = 300s$, $P_{ss} = 20W$, $P_{sp} = 20W$, $P_t = 10W$, $P_\alpha = 5W$, $P_b = 20W$, $\eta = 80\%$ [30]. Besides, we set $M_1 = M_2 = 8$, the penalty factor $\omega$ in (19) at $\omega = 0.02$, and the parameter $\epsilon$ in termination condition in step (14) of the algorithm 1 at $\epsilon = 0.05$. We set the baseline data arrival amount in each TS at $\rho$ (in Gbits). Data arrival for each satellite is $\rho$ with probability 0.7 or $3\rho$ with probability 0.3 in each TS. Moreover, we set the SD capacity at 30Mbps. According to (1) [30], the IS link capacity is distributed within [20, 50]Mbps. The discounting factor $\alpha$ is set at $\alpha = 0.8$, except otherwise stated.

B. Performance Evaluation

We present the simulation results from two aspects. First, we investigate the discounted infinite horizon total reward $V(s_{(z_{1,1})})$ and the convergence property of the proposed VB-JFBI and PB-JFBI algorithms. Then, we compare the performance of the proposed algorithms with baseline algorithms and investigate impacts of different network parameters on the performance of the proposed algorithms.

Fig. 3 shows that the discounted infinite horizon total reward $V(s_{(z_{1,1})})$ performances of the two types of optimal policies VB-JFBI and PB-JFBI, corresponding to these two policy values with an initial state $s_{(z_{1,1})}$ (initial storage and battery status of every satellite are 10Gbits and 10KJ, respectively). Specifically, we investigate the performance impacts of the battery storage on the proposed schemes under different discounting factors. As expected, with the increase in discounting factor, the discounted infinite horizon total reward performance gain increases. Moreover, it can be observed that $V(s_{(z_{1,1})})$ performance of the VB-JFBI scheme is quite close to that of the PB-JFBI scheme, which is clearly shown in Table II.

We also investigate the convergence property of the proposed schemes for different discounting factors and present their corresponding performance in Table II. We can observe that the larger the discounting factor, the larger the number of iterations for both two schemes. Table II also clearly depicts that, as expected under the same discounting factor $\alpha$, the
for a cycle also remains unchanged for different cycles. To compare fairly, we adopt the number of iterations in VB-JFBI algorithm to calculate the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ for the FCS and the myopia algorithms.

Fig. 4 illustrates the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ performances of different algorithms for different battery capacity $EB_{\text{max}}$. The value function of the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ is computed with an initial state $s(z_{1,1})$ (initial storage and battery status of every satellite are 10Gbits and 10KJ, respectively), for the different policies. Potentially larger battery storage at a satellite results in a larger discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ until the network storage and communication resources become the bottleneck of the system for all data scheduling algorithms. This is explained by the fact that as $EB_{\text{max}}$ increases, the onboard battery can fully harvest and store the solar energy for the forthcoming communications when the solar energy is available. Besides, it can be observed that the proposed VB-JFBI and PB-JFBI algorithms outperform the myopia and FCS algorithms in terms of $V(\alpha(z_{1,1}))$, which is accounted by the fact that myopia and FCS schemes neglect the future to make contact selection decision in the current TS. We attribute the result to the balanced matching between dynamic contacts and network state in the VB-JFBI and PB-JFBI algorithms, which boosts resource utilization and prevents energy shortage for future gains.

Fig. 5 shows the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ for different contact selection policies. The value function of the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ is computed with an initial state $s(z_{1,1})$ (initial storage and battery status of every satellite are 10Gbits and 10KJ, respectively), for the different policies. It can be seen that with the increase of data arrival $\rho$, the discounted infinite horizon total reward $V(\alpha(z_{1,1}))$ of all four algorithms increases first and then decreases. This trend is expected, because the network storage, battery, and communication resources may become the bottleneck with the increase of data arrival $\rho$, which can lead to the fact that more data may
be stored in satellites. According to the calculation of the immediate reward in each slot shown in (19), the more data satellites store, the smaller $V(s(z_{1,1}))$ the algorithms may achieve. Moreover, the gaps between the proposed algorithms and other two schemes also increase. This is explained by the fact that the network resources may be adequate for the small $\rho$, wherein even non-optimal contact decisions can still download the stored data. By contrast, for large $\rho$, effective feasible contact selection strategies play a key role in matching the dynamic network contacts and data demand to maximize $V(s(z_{1,1}))$, which can be demonstrated by the observation that the proposed VB-JFBI and PB-JFBI algorithms yield higher $V(s(z_{1,1}))$ than the myopia and FCS algorithms. In summary, the proposed VB-JFBI and PB-JFBI algorithms can efficiently exploit contact opportunities according to the dynamic network states including storage and battery status, and therefore can achieve better network performance.

We also investigate the impact of $B_{\text{max}}$ on the system performance as shown in Fig. 6. The value function of the discounted infinite horizon total reward $V(s(z_{1,1}))$ is calculated with an initial state $s(z_{1,1})$ (initial storage and battery status of every satellite are 5Gbits and 10KJ, respectively), for the different policies. The use of larger data storage implicitly delays the transmission of some data and stores more data in storage for future transmission that can contribute to $V(s(z_{1,1}))$ if is sufficiently large. Thus, with the increase of the storage capacity $B_{\text{max}}$, the discounted infinite horizon total reward $V(s(z_{1,1}))$ increases for all schemes. Moreover, it can be observed that there exists the saturated structure, i.e., $V(s(z_{1,1}))$ is gradually saturated for all schemes due to the fact that network battery and communication resources become the bottleneck under this circumstance. Furthermore, due to joint optimization of multi-dimensional resources (i.e., the communication, storage, energy resources), the proposed VB-JFBI and PB-JFBI algorithms can achieve better network performance compared to the FCS and myopia algorithms.

VI. CONCLUSION

In this paper, we investigate a dynamic data scheduling optimization problem with joint consideration of contact selection, battery management, and buffer management under a stochastic data arrival SSN environment. We propose a finite-embedded-infinite two-level dynamic programming framework and further formulate the stochastic data scheduling problem as an infinite horizon MDP to maximize the discounted infinite-horizon network reward. A JFBI algorithm framework is proposed to efficiently resolve the infinite MDP, wherein a BICR scheme is devised to calculate the value of each iteration in forward induction part. Based on the JFBI algorithm framework, we further propose two specific algorithms, i.e., VB-JFBI and PB-JFBI to obtain the optimal contact selection policy for a cycle. Extensive simulations have been conducted to investigate the impact of different factors, such as battery capacity and storage capacity on network performance and further validate the efficiency of the newly proposed VB-JFBI and PB-JFBI algorithms in terms of the discounted infinite-horizon network reward. This gives us confidence that the proposed MDP framework can be widely adopted in dynamic data scheduling in future satellite systems.
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