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Abstract — A high bandwidth low latency interconnect is critical to HPC application performance and a
significant fraction of a systems cost. Balancing a system for applications requires understanding application
bottlenecks and the cost/performance tradeoffs of network topologies and technologies. In this talk, I will present
some of our work to understand our application network requirements and how it has influenced procurement
decisions. I will then discuss how silicon photonics can impact our system level decisions by enabling new
topologies, current applications and emerging machine learning and data analytics workloads. Throughout the
talk I will cover how the cost of current technologies, in particular optical cables, are driving us to certain design
points and where those design points may be sub-optimal.
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