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ABSTRACT:

Data from twenty six dense gas field experiments are compared with
physical model simulations. In general the model clouds are very
similar in appearance, they spread and travel at correct rates,
measured concentrations compare very well, and peak concentrations are
often predicted to within a factor of two or better. Model
simulations where specific gravity, volume flux ratio and Froude
number equality are maintained produce the most successful predictions
of field concentrations. When only volume flux ratio and flux Froude
number equality are stipulated, peak concentration isopleths are
preserved, but the time of arrival and departure of the dense clouds
are distorted. Field/fluid model comparisons reveal that lower
flammability distances for liquified natural gas or propane spills are
predicted within a standard deviation of +25% with a 90% level of
confidence. '



VALIDATION OF FLUID MODELING TECHNIQUES ECR
ASSESSING HAZARDS OF DENSE GAS CLOUD DISPERSION

by
Robert N. Meronéy
1.0 INTRODUCTION:

It is important that accurate predictive models for flammable or
toxic vapor cloud behavior be developed, so that the associated
hazards of transportation and storage may be realistically assessed.
Thermal effects, topography, the Presence of obstacles and spray
curtain mitigation devices can affect the dispersion of dense gas
clouds. Fluid or physical modeling studies are often desirable
because such variables can be controlled at will, with great savings
in time and expense over full-scale tests. The physical model
inherently includes fluid physics for which only limited understanding
can presently be incorporated in numerical models.

However, certain constraints exist on a physical model's ability
to predict plume behavior. These constraints are due to the limited
range of transport properties of air and water, the inherent
characteristics of fluid turbulence, and the size range of available
fluid modeling facilities. The primary intent of this paper is to
review those model experiments which were performed to simulate
weli-documented field ekperiments, and assess the cépabilities and
limitations of physical modeling techniques. Such a verification
exercise is appropriate if physical modeling is to be a credible
predictive approach.

A single field event has a large number of additional
uncontrolled or poorly specified variables which have an effect on the
resultant concentration field that afe not completely accounted for by

either a phsical or numerical modeling. The source conditions of a



cryogenic spill situation must be approximated, because it is
difficult to predict or measure the time-dependent source size and
boiloff characteristics accurately in the field. The wind field into
which a dense plume is released is typically nonstationary. The plume
may experience a wind field that is undergoing a change of mean wind
speed, mean wind direction, and turbulent characteristics with time.
In wind tunnel or water channel simulations the wind characteristics
are assumed to be constant, ie.,, statistically stationary. These
assumptions may lead. to differences Dbetween the resultant
concentration fields depending on the severity of the
nonstationarities during the field tests,

A top priority during evaluation is to determine how accurate
physical modeiing may be under realistic conditions. One desires to
reasonably represent the spatial and temporal distribution of the
plume concentraticn. For liquefied natural gas (LNG) or Iliquefied
petroleum gas (LPG) hazard evaluation the spatial distribution of
plume concentrations appears to be more critical than the temporal
distribution. A pattern comparebility test is described in Section
2.0 that provides a quantitative measurement of how well the modeled
spatial distribution of ground-level concentration agrees with real
field obsérvations.

Other verification criteria include the decay rate of peak
concentrations with distance, distances to lower flammability limit
(LFLj. general plume appearance, overlays of peak concentration

isopleths, and overlays of concentration time histories at measurement

locations.



2.0 SURFACE PATTERN COMPARABILITY APPROACH

Most model performance measures compare predicted versus observed
values directly. Precise pairing in time and space imposes too strong
a penalty on small misalignments, while pairing in time alone provides
no information on spatial variability. Lewellen and Sykes (1985) have
proposed a novel measurelof the spatial comparison between observed
and calculated patterns which compares over increments of decreasing
spatial resolution, Essentially it estimates how much the predicted
pattern must be shifted in space to cover all of the observed values.

Consider the segement cf area A(xo. 8) sketched in Figure 1
which is defined by its position in polar coordinates, (ri, ei).
centered on the emission point and an angular displacement, 66. The
area is bounded as shown by 9i+6e, ei-ée, ri(1+ée). and ri(l—GB). The
calculated concentration field within the area A is bounded by lower
and upper values which we define as Cz(A) and CE(AJ. respectively.
Given observed concentrations Co(xi} at a number of points i =1, 2,
3,...M, one can assign calculated concentrations at these points as a

_ function of A(xi, cgg):

(1)
1 i 1
c_(a)  if Colx;) < C(a)
. o ) u
Colrgs ki) = Co(x)  if CL(A) < C (x,) < CP(A)
u : u
c.(8)  if Co(x;) > € (A)
One now calculates the fraction of the test points, fN. which yield

calculated concentrations within a specified ratio N of the observed

values within the sector areas defined by ©8.
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with H{f} the Heavyside step function equal to 1 or O, depending upon
whether £ > 0 or f < 0 respectively.

A plot of fN(GG, N) gives a direct measure of how the laboratory
predicted spatial distribution compares with the observatiops. As an
example, consider Figure 2, from a comparison of the mass éonsistent
MATHEW/ADPIC numerical model with some field data. For N = 2, the
figure shows that 90% of the observations are covered by a shift of
15° in the pattern, and that tﬁis rises to 100% for a 25° shift. Most
eﬁergency planners should be happy to expand a potentially affected
area by only 15° to cover model uncertainty.

Ideally the sum in Equation 2 should include a&ll points where
either the calculated or the observed concentrations are greater than
background; however, it can only be applied at roints where observed
values are available. Lewellen and Sykes note it is possible to
create artificial :patterns of high and low concentrations which would
yield high values of fN; however, such patterns would not be created

by any physically consistent modeling technique.

3.0 SPECIFIC LABORATORY/FIELD COMPARISON STUDIES

Puttock, Blackmore and Colenbrander (1982) identified over 22
field experiment programs on dense gas emissions. A number of these
experiments have been simuléted in fluid modeling facilities. This
section will examine the evidence for model similarity between some of
the more recent model(field comparison studies. Table 1 summarizes

prototype, model, and similarity parameter characteristics for each



test series. All pattern comparison figures are grouped together in

Appendix A. Section 3.8 summarizes total model/field comparison

performance.

3.1 AGA Capistrano tests

Field Measurement Progfam

The American Gas Association sponsored a séries of more than 30
LNG releases into diked lend areas from 1.8 m to 24.4 m in diameter in
1973 near San Clemente, California (AGA, 1974). One of these tests
(AGA Test No. 44) was subsequently modeled by Meroney et al. (1977).
LNG was pumped into 24.4 m diameter land area scurrounded by an
insulated wall dike 0.5 m high. The test area was essentially flat,
with vegetation and minor roughness removed by grading an area about
100 m wide and 300 m long. Thirty-six catalytic combustion sensors
(MSA) were distributed over the test area on short towers. Twenty-one
sensors were mounted about 15 cm zbove the ground on five arés ranging
from 24 m to 293 m downwind. The MSA sensors are double-valued above
about 10% concentration methane; hence, they are really reliable only
below 7% concentration, to an accuracy of about +10% of the reading.

There appears to be a large uncertainty in source volume and
boil-off rate. Some investigators presumed a constant boil-off to
about 80 seconds, followed by an exponential fall, others projected an
exponential decaying source strength from zero time. Meodel

experiments were performed to examine both scenarics. AGA Test 44
conditions are summarized in Table 1.

Model Measurement Program

The spill site was simulated at a 1:106 scale using a
circular-source plenum with a porous punched plate upper surface,

which emitted carbon dioxide at room temperature. Concentrations were



measured with an aspirate& hot-film anemometer system, accurate for
carbon dioxide to about +10% of reading. Variable boil-off rates were
produced by using a programmed cam to .modulate a micrometer needle
valve in the source supply line, to follow characteristic prototype
vapor release rates calculated from liquid-level measurements. Two
vapor release scenarios were studied: Case I, with a constant
boil-off to about 80 seconds, followed by an exponential fall, and
Case II, with an exporentially falling vapor producticn rate from an
initial maximum. These two cases bracket the maximum values used by
Havens and Spicer (1985) in their comparison of this case against the
DEGADIS model. Case II boiloff is now considered more likely to be
correct. Measurements were made on and off plume centerline for
equivalent distances of 48 m to 293 m from source center. Data taken
from Méfoney et gl. (1977) have been corrected for source strength
effects as suggested in Meroney (1986).

Model/Field Comparisons

Cépistrano Model Case I yielded consistently higher
concentrations than that of the Case II tést. which is to be expected
because it describes a higher boiloff rate. Peak concentrations
measured for both cases are larger than peak values detected by the
MSA sensors; however it is likely that the field sensors were limited
by response time. The model did not predict the large and
intermittent concentration peaks at late times that were ocbserved in
the field. These peaks may be due to gustiness and changes in wind
direction and speed that are present in the atmosphere, but are not
present in the wind tunnel.

Figure A-1 presents the results of the pattern test analysis for

the Capistrano 44 test and Case II model measurements. For N =1, a
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spatial shift of only 10° would provide 100% agreement between model

and test results. Considering the field test measurement errors and
the large uncertainty in source strength, .this must be considered a

quite acceptable prediction.

3.2 DOE 5 m3 LNG China Lake spills (Avocet Series)

Field Measurement Program

During a 3-month period in the early fall of 1978 a series of
four liquefied natural gas experiments were performed at the Naval
Weapons Center (NWC) at China Lake, California (Koopman, Bowman, and
Ermak, 1979). Each of the four experiments variously referred to as
LNG Tests No. 18, 19, 20, and 21 (or Avocet 1, 2, 3, and &) involved
the release of about 5.m3 of LNG through a 20 cm diemeter pipe onto a
pond of water at a rate of about 5 ms/min. Field concentration
measurements were made over two independent reasurement grids. The
NWC established a grid of ten MSA catalytic combustor sensors on a
square grid, and the Lawrence Livermore National Laboratory (LLNL)
provided eight towers distributed in a V-shaped array with a wvariety
of concentration  sensors, thermocouples, and grab samplers.,
Subsequent analysis suggested that the MSA sensors did not respond to
the‘methané cloud, either because the peak concentration fluctuations
were too rapid for the catalytic sensor, or the concentrations were
above the sensor limit of 7%.

Model Measurement Program

A 1:85 scale model of the China Lake topography was examined in a
meteorological wind tunnel by Neff and Meroney (1979). Argon was
released from a circular plenum centered in the middle of the test

site pond. The model source gas was released from a 20 m equivalent
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diameter source area, over e step—function period of time at a

constant boil-off rate. Concentrations were measured isokineticly,
with an aspirated hot-film anemometer, which had an effective circular
sampling area of =1.6 m2 and an accuracy of about + 15Z in the range
of 5 to 15% equivalent methane concentrations. A summary of the
prototype and model test conditions for this spill series is presented
in Table 1. Test conditions were specified on the basis of tower
measurements provided by NWC at'a 2 m height on an upwind tower.
(Later post-test evaluations showed that measurements of wind speed
and direction made by LLNL from anemometers dewnwind of the spill site

often varied merkedly in magnitude and direction from the NWC values.)

Model/Field Compariscns

For such small spills the wind speeds were too large (4.9 to
12.4 m/ﬁ) to see strong density dominance. In addition, in every test
there were large wind speed and wind directien fluctuations over the
test periods (typically 0,% lm/s, and o4= 10°). TIn a&ll field
tests but the LNG-21 case, only the edge of the field plume touched
the LLNL test grid. Although the background atmosphere was fairly dry
(16 to 29% relative humidity), Haselman (1980) compared  plume
temperatures and concentrations to the predictions of adiabatic mixing
tﬁeqry, aﬂd he concluded that condensed Iwater initially evaporated
from the pond may have increased plume temperatures during spills
LNG 18, 19 and 21.

.For LNG-18, 19, and 20, it is likely that the mean wind
directions provided by NWC were in error; hence, the model plumes do
not overlay the field data. For tﬁese tests the decay of the
concentrations with distance from the source appears to agree, but the

direction of the plume is different. The most measurement- locations



were examined for the LNG-20 and 21 models (4? end 91 points
respectively). Fortunately, during the LNG-21 test, the LLNL test
grid and the model test grid fully overlapped.

Figures A-2 to A-5 present the results of the pattern test
analysis. The poor shéwing for LNG-18, 19, and 20 are most likely due
to the misalignment of the model due to incorrect wind orientation
information. The wind speed variations noted could also explain +50%
variation in concentration magnitudes. The patterns for LNG-21 are
quite good; for N = 1 a spatial shift of only 12.5° would provide 100%

agreement between model and test results.

3.3 DOE 40 m” ING China Lake Spills (Burro Series)

Field Measurement Program

The Burro series of nine LNG spill experiments were performed at
the Naval Weapons Center, China Lake, California during late summer
1980 over a pond area which had been resculptured with earth moving
equipment to reduce slopes along the pond banks (Koopman et al.,
1982). The LNG voiumes released on water ranged from 24 to 39 m3, at
rates from 11.6 to 18.4 mB/min. Ninety gas sensors were distributed
over an array of 30 measurement sites arranged in four arcs from 57 m
to 800 m downwind from the center of the spill pond. Twenty
wind-field stations were located at regular intervals from 800 m
upwind to 900 m downwind, and 5 turbulence stations were located along
the concentration sensor arcs. Thirty-three of the sensors were fast
response (3 to 5 Hz) infra-red detectors capable of measuring even in
dense fogs to within +1% methane, and forty-five were solid-state
sensors which turned out to be less reliable producing uncertainties

of +20-30% below LFL and up to +50% errors at higher concentrations.



The remaining sensors were MSA catalytic devices, reliable only below
10% concentrations to about 10% of reading. The reported
concentrations are based on a 10 s averaging time; the lowest sensor
position was 1 m above ground. Table 1 summarizes the relevant field
conditions for Burro Tests 4, 5, 7, 8, and 9. The turbulent processes
in the lower atmospheric boundary layer appeared to dominate the
transport and dispersion of gaé for all experiments except Burro 8.
Burro 8 was conducted under very low wind-speed conditions; hence,
only during this test were density effects dominant. Energetic rapid
phase transition (RPT) explosions which occurred during the Burro 6

end 9 tests influenced the plume dispersion, and damaged the facility.

Model Measurement Program

Five different field tests, Burros 4, 5, 7, 8, and '9 were
simulaféd in a meteorological wind tunnel (Neff and _Meroney. 1681;
Meroney, 1984, 1985). Burro 8 was simulated over two model scales
(1:240 and 1:85) and with two different simulant gas specific
gravities (1.38 and 4.18). Burro 9 was simulated over the two model
scales but only with the 1.38 simulant gas specific gravity. Burro 4,

"5, and 7 were simulzted over one model scale (1:240) and with one
simulant gas (1.38). Model conditions are summarized in Table 1,
Singe the?é was no data on the wvariable area and wvariable volume
nature of the different LNG tests, the source conditions were
approximated by providing a steady source rate for the duration of the
spill over a constant area. Concentration measurements were made in
sets of eight with aspirated hot-wire anemometer probes. These probes
were found to aspirate isokinetically over effective areas of 2.9 m2

2

and 0.36 m® for the 1:240 and 1:85 scaled models respectively.

Cumulative errors due to the combined effect of calibration
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uncertainties and nonlinear voltage drifting during the test time are
estimated to be approximately +20% of the concentration value for the
range of 5 to 157 equivalent methane concentrations. Model tests
provided an unique opportunity to examine plume variability; all tests
were replicated between two to five times at each measurement
location.

All model velocities were set to the average upwind speed
measured at 2 2 m height. Wind shear profiles for the 1:240 scale
model and source ges specific gravities of 1.38 were mnot in very good
agreement with field results. The model winds were significantly
lower near the ground than in the field. However, distorted density
scaling for Burro 8 (SG = 4.18) over the 1:240 model did reproduce
field w%nd shear. Wind speeds measured over the 1:85 scale model
reprodulced field results for Burro 8 &and 9 very closely. Model
longitudinal turbulence measurements appeared somewhat high for the
Burro 8 case, but model measurements for Burro 9 were found to be very
close to the field data.

Model/Field Comparisons

The model was oriented in the wind tunnel based on the e&average
wind direction which occurred during the field tests. Drift in wind
approach vector was sometimes substantial during the field tests.
Burro 4 had significant wind direction changes, and Burro 8
experienced a steadily declining wind speed throughout the test.
Unfortunately for the case of the model Runs 1, 3, and 8, which were
intended to model Burro 8 the topographic model was incorrectly turned
to 215° from North, rather than the 235° as specified by the field
measured mean wind direction. Nonetheless, comparisons were made with

the field data by rotating the measured model data 20° to coincide
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with the field wind direction. It is unfortunate that this mistake

occurred, because Burro 8 was the run most susceptible to the
influences of topography. The comparisons of field and model data for
Burro 8 and model Runs 1, 3, and 8 should therefore be viewed
somewhat skeptically when drawing conclusions about model—field
comparisons. Indeed it may be better to interpret Runs 1, 3, and 8 as
releases perfcrmed under equivalent source and wind conditions to
Burro 8, but with a different terrain orientation.

During 1984-85, model tests were performed over a new 1:85 scale
model of the China Lake terrair for the Burro 8 flow conditions.,
These new tests (Model Runs 8a and 8b) were correctly oriented to the
wind, used improved instrumentation, and used argon and Freon as
simulant gases, respectively. As shown in Figure 3, 4, and 5 the
model experiment reproduced the unique bifurcated lobed pattern seen
during the field experiment. Maximum downwind concentrations for
Run 8b agree very well with field measurements; although the model
case did not reproduce the elevated plume behavior seen in the
non-isothermal field plume.

Field-model comparisons for each of the five different Burro
tests simulated are summarized below:

o The 1:240 scale model of Burro 4 reproduced the peak centerline
concentration decay with downwind distance. The arrivel and
departure concentration structure of the model Plume was
significantly different from the field because of poor modeling of
the approaching wind profile at a 1:240 scale. Lateral plume
eéxtent comparisons indicate that deviations in the mean wind
direction in the field caused the field plume to be wider than the
model plume.

o The 1:240 scale model of Burro 5 displayed all the same comparison
characteristics as that of Burro 4 above. In addition, the
concentrations in the interior of the field plume fluctuated much
more than in the model plume. This difference is attributed to the
highly turbulent atmosphere as a result of an unstable potential
temperature gradient into which the plume was réleased. The model

simulation was performed in a neutral wind field.

12



o The 1:240 scale model of Burro 7 did not reproduce the centerline
concentration decay with downwind distance. This disegreement is
attributed to the Burro 7 plume being very narrow. It is likely
the plume center missed the field concentration sensors. The
model plume arrived later and persisted longer than the field
plume. Model wind speeds below the reference height were less than
the scaled field values. Lateral plume extent comparisons indicate
that deviations in the mean wind direction observed in the field
caused the field plume to be wider than the model plume. This wind
direction variation often caused the plume to leave the bounds of
the field sensor array.

© Five different model simulations were considered for Burro 8.
Three of these (Model Runs 1, 3, and 8) were performed with a 20°
topographical model orientation error. Distortion of the plume
initial density to obtain higher wind tunnel operating speeds
resulted ir  significant improvement in approach wind
characteristics and the avoidance of molecular diffusion effects;
however, the distorted demsity did produce significantly different
concentration histories. The 1:85 scale model . with an isothermal
Freon simulent (Run 8b) reproduced meximum concentration decay
rates, lateral plume dimensions, and plume bifurcation. Field
plume thermal effects definitely caused some plume lofting in

Burro 8; this effect was not simulated by the isothermal physical
model.,

o Two different types of model simulations were made for the Burro 9
plume. One was at the standard scale of 1:240, and the other was
at a scale of 1:85 to better approximate the mean shear and total
turbulent intensity reported in the Burro 9 wind field summary.
Both simulations show good agreement with field data for the peak
centerline concentration decay with downwind distance. The arrival
and departure time structure of the model concentration time
histories was greatly improved for the 1:85 scale model. Overall,
the 1:85 scale model simulation of Burro 9 had excellent agreement
with field data. ; :

Pattern comparison plots for the Burro Series model-field
comparisons are provided as Figures A-6 to A-12. Pattern comparisons
were not performed for Runs 1, 3, and 8 because of the orientation
error. The patterns show improved model-field agreement as one
changes from the 1:240 to 1:85 model, and from an argon to a Freon
simulant., A pattern angle shift from 15° to 20° produces 100%
agreement with field data for N = 1. A shift from 10° to 15° produces

agreement within a factor of N = 2 for all tests.
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3.4 HSE Porton Downs Experiments

Field Measurment Program

The field trials used a gas source in the form of a2 cubical box
of about 3.5 m side containing 40 W of gas (Picknett, 1981). The gas
was released by allowing the sides of the box (made of thin pleated
tarpaulin material) to collapse to the ground under gravitational
forces in about 0.8 seconds, essentiall} leaving a cube of dense gas
suddenly exposed to the wind. The top surface of the box remained
fixed in place during the expériment. A total of forty-two individual
trials were run, covering a range of wind speeds (<0.5 to 7.2 m/s),
released gas density (specific gravity from 1.03 to 3.4), surface
roughness (z0 =2 to 150 mm), atmospheric stability  (Pasquill
stability class from B to F) and ground slope (8 = 0° to 4.49).
'Movement.of the gas cloud was recorded by marking it with orange smoke
and filming it, usually from the side and overhead. Measurements of
the gas concentration were made with total integrated dosage monitors
(bag samplers or absorptive charcoal) and continucusly readirg
concentration monitors (Lovelock workfunction detectors; maximum of
ten in one test). Hall et al. (1982) reflect on the possibility that
the dosage monitors were in error, since they typically provided
integrated concentrations up to an order of magnitude smaller than the
continuous monitors. Hall et al. also suggest that the time response
of the continuous monitors may be between 0.5 to 5 seconds, as opposed
to the 50 msec quoted by Picknet£ (1981).

Model Measurement Program

Six of the trials were picked for reproduction at a model scale
of 1:25 by Hall et 21. (1982). Table 1 summarizes the characteristics

of the field and model tests selected. Trial 3 was carried out on a 1

1A



H
i

in 13 upward slope and yet was at similar conditions to  Trial 37.
Trial 8 was carried out in a very light wind, so for modeling purposes
it was considered to have been carried out in still air. Hall et el.
adjusted tent densities to account for the partial filling apparent in
the field cinema films.

A model of the atmospheric boundary layer zbout 1 m deep was
generated using a Counihan-type system followed by a fetch of rough
surface. A model of the Porton collapsing tent source was constructed
at a scale of 1:25 from square bellows material, which could collapse
completely into a close fitting slot in the ground. The walls
collapsed in a model time of 0.18 to 0.25 seconds which compares well
with a scaled model collapse time of 0.17 seconds. Model simulant was
the refrigerant BCF mixed with air. The gas concentration detector
was an aspirated hot wire system int; which air was drawn. Lower
resolution was ab&ut 0.02% of BCF, accuracy was about +10% of reaaing,
and the upper frequency limit of the detector was zbout 20 Hz. Each
experiment was replicated three times. Smoke tagged gas clouds were
photographed to compare with field pictures. Wirnd speed prefiles were
measured with a pulsed-wire anemometer.

Model/Field Comparisons

- Hall et 2l. provided side-by-side comparison of photographic
sequences of the Porton release series. These photographs exhibit
truly remarkable model reproduction of the shape and appearance of the
field releases. The wind—tgnnel model reproduced the size, shape,
spread rates and downwind travel distances as well as détailed
reproduction of the characteristic cloud features. The model exhibits
the rapid initial collapse to a low, even, height; the curved, sharply

faced, upwind face including a rbtating vortex; and the

is
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horseshoe-shaped downwind edge. Measurements of cloud width and
downwind travel times are also generally very good. Hall et al.
concluded their model clouds were the same‘thickness as the full scale
to within the "determinable level of accuracy."

Direct comparison between model and field concentration data
present a much more confusing picture. In scme cases the agreement is
good, but sometimes quite poor. During Run 37 the field continuous
monitors and the model results are quite close, whereas during Run 33
the field measurements are significantly lower than the model values.
During Runs 3 and 8, integrated doses from field bag samplers were
generally of the same order as field and model continuous samplers
when measurements were made at the same station. During the rest of
the runs the Porton chafcoal buttons produced dosimeter measurements
up to an order of magnitude less than field or model continuous
measurements. Post-facto analysis of the equipment showed the carbon
buttons to be sensitive to temperature, humidity, gas concentration,
wind speed, and even direction,

Differences also exist between the full-scale and model continuous
measurements in both magnitude and variability.
Realization-to-realization variations can explain up to an érder of
magnitude.difference between the largest and smallest concentrations.
Variation in arrival time of the experiments seem to fall within the
amount allowed by local cusp variations in the cloud shape. As quoted
from Hall et al.: "With such large possible levels of variability in
the concentration/time trac;s from both the model and the full-scale,
almost any level of agreement levels within an order of magnitude for
single realisations (gic) of the experiment might be classed as good

agreementl!”
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Iwo qualitative differences between the eppearance of the model
and full-scale concentration/time traces are apparent: (a) a sharp
high initial peak in ccncentration appeared during the model
experiments in locations near the source, and (b) much higher levels
of fluctuations cccurred during the model experiments compared with
the full scale. The high initial peak of the gas cloud is clearly
associated with the gravity-driven head vortex. It was not detected
by the field sensors; however, the location of the peak is very
sensitive to field detector location znd respponse time. The model
sensor is believed to have excellent spatial and time resolution
(20 Hz model scale, or about 4 Hz full scale), whereas aerodynamic
charactefistics of the field sensor alone suggest a full-gcale
frequency response of 1 Hz, and apparent  smoothing of  the
concenfration data suggests an actual response of 0.2 Hz (Hall et al.,
1982} .

The density of field and model data reported did not justify
plotting pattern comparability,

Both the Porton Downs and the followirg Thorney Island
experiments considered situations where an initially quiescent cloud
collapses to the ground. The collapse itself produces enough kinetic
energy and turbulence to dominate the mixing process. Hence,
parameters such as approach wind speed, thermal stratification, and
surface roughness are unlikely to make significant changes in the
dense cloud dilution rate over the distances monitored. Spills of LNG
or LPG which result in generation of a vapor cloud over a finite
period of time produce clouds which have small depth/width ratios;

thus, they do not produce strong collapse-related turbulence.
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3.5 NMI Thorney Islands Experiments

Field Measurement Program

Between 1982 and 1984 a series of 29 experiments were perfdrmed
at an airfield at Thorney Island, West Sussex, U.K., in which 2000 m’
of gas of various densities were released in both unobstructed and
obstructed configurations (Barrell and McQuaid, 1985). The data
cbtained were very comprehensive, including concentration, turbulence,
visual records, and detailed meteorclogical information. Up to 100
. gas sensor records were obtained in individuel trials at distances up
to 750 m from the release point. The fully developed field of 45
measurement stations carried a total of 215 transducers, 183 being gas
sensing devices &and 32 environmental sensors. The standard gas
sensors used an oxygen depletion concept to cause variations in an
electrdchemical cell. These sensors had a frequency response of 1 Hz
(McQuaid, 1985).

The field release volume was a twelve-sided polygon tent which
was about 14 m diameter and 13 m high containing a total volume of
2000 m3. During a release a flexible top cover was withdrawn by
raising it into a bundle above the gas tent cylinder. During some
tests permeable or impermeable vapor barriers of various heights were
placed dc#nwind of the dense gas releases. Only part of the Thorney
Island dataz has been made availeble to the scientific community at
this time (Roebuck, 1984); hence, only a few physical model éomparison
experiments have appeared.

Model Measurement Program

Three organizations have reported model simulation experiments of
six of the Thorney Island trials (Hall and Waters, 1985; van Heugten

and Duijm, 1984; Duijm et al., 1985; Schatzmann et al., 1985). The
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details of the trials selected and the model scales used are recorded
in Table 1. Scale ratios wused varied from 1:90 to 1:164. The
collapsing tent source was simulated by ~a cubical volume with a
collapsing bellows (Eall and Waters, 1985), or by a plastic truncated
cylinder which was retracted downward by gravity = beneath the tunnel
floor at the time of release. All 1laboratory investigators used
aspirated hot wire anemometer systems to detect continuous gas
concentrations. Model experiments were replicated from 3 to 5 times
each.

Hall and Waters (1985) compared three of the tests performed by
Hall et al. (1982) to Thorney Island trials 7, 11, 13, 15 and 18. The
field tests selected for comparison were chosen because they had
dimensionless bulk Richardson number parameters close to the model
values é%amined by Eall et al. (ie. field to model variations of
about ql0%). Trisls 13, 15 and 18 were at sufficiently close
Richardson number conditions to be considered repeat runs of the came
operating condition. Since from earlier tests the Richardson number
seemed to be the major dominant parameter during the Thorney Island
trials, deviations in field/model surface roughness, slight deviations
in release configuration, and the lower source aspect ratio during the
model tests were considered insignificant.

Van Heugten and Duijm (1984) and Duijm et &l. (1985) simulated
Thorney Island trials 8 and 13. Unfortunately, the intake velocity of
the aspirated probes they used was about 2.8 m/s. During
post—analysis of their data Duijm noted that when a probe is mounted
at 4 mm above a wind-tunnel flobr. where the wind wvelocity is less
than 0.8 m/s, the probe will smooth out the strong concentration

gradients near the surface, and the concentration recorded would be
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Systematically less than the actual concentration at probe position.

Schatzmann et al. (1985) reported results from model simulations

of Thorney Island trial 15 in their open circuit meteorological wind

tunnel. Details of their experiment were not described, but they did
perform measurements with both equal and distorted specific gravity,
while maintaining constant Richardson nunber,

Model/Field Comparisons

Given that in the Hall and Water (1985) comparisons the.model was
not an exact representation of the trial either in source form or
operating conditions, the general level of agreement was remarkably
good. Dominance of the cloud dilution by turbulence produced during
iﬁitial collapse may explain the tolerance of the comparison.
Photographic comparisons between field and model displayed similar
size, sfread and travel rates. Concentration meaéurements are also
comparable, but not in all cases identical. Overall, nearly all the
peak concentrations in the model are within a factor of two of the
field trials,

There is one comparison between model and full scale results
where consistent differences occur. In Triel 7, the model
concentrations within the cloud are persistently lower and the model
cloud pergists over the samplers considerably longer than the field
case. Hall and Waters attribute this difference to the larger
surfa;e roughness in the model experiment, low plume Reynolds numbers,
and deep boundary sublayers. The effect is very similar to that seen
during modeling experiments performed by Neff and Meroney (1982) for
the Burro series when a model scale of 1:240 produced high model shear

rates and lower near surface wind speeds than during full scale

conditions,



Schatzmann et al. (1985) provided time duration plots for only two
locations during their model tests of Thorney Island trial 15. The
time of arrival, departure, peak concentrations, and fluctuations
are all similar for undistorted density  scaling. The peak’
concentrations are similar during the distorted density scaling

situation, but the arrivel and departure times are distorted.

3.6 Shell ﬂaplin Sands Experiments

Field Measurement Program

In 1980 Shell Research, Ltd. performed a series of controlled
spills of LNG and refrigerated propane in quantities up to 20 ma on
the sea at Maplin Sands in the South of England (Colenbrander and
Puttbck{ 1683). Release of the liquid was either continuous or
instantaneous. Continuous spills releaseed liquid at a steady rate
from the end of a pipe at or near .the water surface. For
instantaneous spills the liquid was poured into an open-topped
insulated octagonal barge, 12.5 m across, which was then submerged,
creatihg the spill as water flowed in to displace the 1liquefied gas.
Model studies of only two of the continuous spills of propane (Runs 46
and 54) have been described by Puttock (19855. These cases wused an
oper pipe release at water level for the source. Spill 54 was
performed at a moderate wind speed ' (3.8 m/s) for the Maplin Sands
site, and displayed strong lateral and upwind buoyancy dominated
spreading; whereas spill 46 was released when the wind was 8.1 m/s,
and was only marginally affected by the density of the gas.

Instruments were placed on 71 floating pontoons equipped with 4 m
masts. There were about 360 instruments in the array. The gas sensor

used was a device based on measurement of the heat loss from a
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filament under free convection. The sensor had a time constant of
3 seconds, and all data was smoothed by'a three-second moving average
to eliminate high frequency noise spikes. A fast response
thermocouple was also placed close to the lowest gas sensor, and the

spills were photographed from two land-based towers and a helicopter

high overhead.

Model Measurement Program

Shell Laboratories in Amsterdam simulated spills 46 and 54 in
their wind tunnel. These tests were selected because it was expected
that heat transfer and latent heat release from condensed water vapor
would have minimal effect during the field dispersion situations. The
experiments were designed to emphasize the effect of molecular
diffusion versus turbulent entrainment in the model mode. Specific
concentfgtion data was not available, but distances to LFL were

reported. Projected model and field conditions are summarized in

Table 1.

Model/Field Comparisons

Researchers at Shell Laboratory, Amsterdam, have concluded that
molecular diffusion may play an important role in the laboratory when
scaled turbulent diffusivity is very small (Colenbrander and Puttock,
1984; Putfock, 1985). They compared wind tunnel simulations of
several of the Maplin Sands experiments to field data, as well as
considering several experiments from the Neff and.Meroney (1982) wind
tunnel series. They discovered that when the parameter ratio of
Peclet number to Richardson number. is 1less than a critical wvalue
simulations were inaccurate. Their parameter was based on the

characteristic velocity and source scales, which gave:

(4-4)
Pe/Ri = U/ (g' D),
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where D is a molecular diffusivity, This parameter measures the
relative rates of turbulent entrainment znd molecular diffusion. When
this parameter is too small the scaled concentrations will be smaller
than field values. Table 2 contains the comparisons considered by
Shell Research. A critical value of Pe/Ri based on approach wind
speed at a 10 m reference height is about 1500. Since the 1local
density difference decreases as the cloud disperses one expects
molecular diffusion effects to decrease with time as the cloud moves
downwind. Hence, the criteria may be overly conservative in the
presence of large initial mixing caused by collapse of a tall cloud,
fences, explosions, or water spray curtains.

3.7 HSE Water Spray Curtain Tests

Field Measurement Program

Full-scale dispersion experiients of dense gas dispersion in the
presence of water curtains were performed by the Bealth and Safety
Executive, U.K., in 1981 using cold CO, vapor (-79° C) at an estimated
spill rate of 1.1 kg/s from a ﬁoint source (Moodie, Taylor and
Beckett, 1981). Two of these tests were selected for simulation in
the wind tunnel at a scale ratio of 1:28.9. Trials HSE 41 and HSE 46
were chosen because of availability of model-size water-spray nozzles,
praéﬁicality of scaling ratios, and apparent quality of the data.

The average field wind speed recorded for HSE 41 was about
3.2 m/s for the no-spray and spray intervals. Significant field
concentrations were measured at large lateral distances, this was
puzzling because the buoyancy length scale ratio, lb/L. was very
small, and projections from results by Britter (1979) and Neff and
Meroney (1981) for continuous and fiﬁite time releases always produced
narrow plumes under equivalent conditions. A mass balance performed
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over field measurement stations for HSE 41 failed to agree with the

source strength provided by HSE. Further communication with HSE
personnel revealed that during subsequent tests the recording
anemometer was found to produce large errors. It was likely that the
wind instrument used by HSE was in the wake of other test equipment
duting this test; thus, field and model data for this case are
inconclusive.

The wind speeds at 1.25 m for HSE 46 were reported to range from
2.9 to 1.7 m/s over the test period. The wind field was variable, and
wind directions varied from 293° to 340°. Shear measurements

suggested that local surface roughness, 2,» Wwas about 6.5 mm and

u*/ulo = 0.06. Groundlevel and elevated measurements were made of 002
concentration at six stations up and down-wind of the spray curtain.

Model Méasurement Program

The HSE tests were nodeled at 2 scale of 1:28.9 by Heroney. Neff,
and Heskestad (1984). Vortex generators and a wall trip at the wind
tunnel entrance preoduced a bouﬁdary layer about 1 m deep over the test
region with a scaled 2o = 4.3 mm end u,/u;, =0.068. A miniature
source was constructed to reproduce the radial exhaust characteristics
of the source used by the HSE researchers. Sampling points were
located af equivalent field locations, and an additional crosswind
ground-level sampling array was placed just downwind of the ESE field
sampler array. During HSE Trial 46, the model spray curtaiﬁ consisted
of 20 nozzles discharging at 2 10.4 cm height, spaced 5.66 cm apart,
and directed vertically downward. - The source gas used in all runs to
simulate the cold CO2 was a mixture of 68% 002. 31% CC12F12. and
17 02H6‘ Concentrations were measured with a flame-ionization

detector to values less than 0.1%Z with an accuracy of +5%.
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Measurements were made both with and without the water-spray curtain

in operation.

Model/Field Comparisons

Linear and logarithmic scatter diagrams of concentrations
zeasured for no-spray and spray configurations of HSE Test 46 at
equivalent points produce correlations, r, of 0.87 and 0.97

respectively. Pattern comparisons are included as Figures A-13 and

A-14,

3.8 Discussion of fluid modeling versus data comparisons

The twenty-six field experiments simulated include releases
exemplifying a wide range of heavy gas dispersion behavior.
Continuous, instantaneous, and finite time release conditions are
included, as well as cases which include topography, dikes, and
water-spray curtains. Comparison of the model predictions with field
observation is facilitated by the classification of the tests with a
Release Richardson Number (Havens and Spicer, 1985). Richardson
numbers are defined for continuous and instantaneous releases as

follows:

8'Q/ (vu’D)

fod
9]
b - va]:/y 2
(o] I u

*
and characteristic frontal velocities are:

Continuous Releases: " Ri

Instantazneous Releases: Ri

Continuous Releases: Vf = /g'H = /g'Q/(uD)
Instantaneous Releases: Vf = Yg'H = /g'vVy 3

Table 3 shows release Richardson numbers calculated for the twenty-six
cases modeled.
Britter (1980) suggested that the plume downwind of & release

should be passive from the source for Rig less than about 1, and
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significant lateral and upwind spreading would occur for Riz greater
than 10 and 40 respectively. Only one of the releases has a
Richardson number near 1, nine have numbers between 10 and 40, and
one has a Richardson number greater than 40.

Havens and Spicer (1985) propose that when Rii is greater than
1000 the flow end dilution processes which dominate down to average
concentrations of about 5% are buoyancy dominated. Most of the
Thorney Island tests and a few of the Porton Island tests exceed
values of 1000.

Predicted and observed values of the upper flammability limit,
UFL, lower flemmability limit, LFL, and LFL/2 (15 / 5 / 2.5% for LNG,
10 / 2 / 1% for propane , and 15 / 5 / 2.5% for the inert gas mixtures)
are compared in Table 4. The observed values were determined from -
the repofted experimentgl maximum concentrations on each radial arc by
drawing a visual best-fit straight lire on the respective
log-maximum—concentration versus log-distance plot. The percentage
deviation of the predicted from the observed distances for all of the
experiments simulated are also shown in Table 4. These data permit
the assignment of a 90% confidence interval to the predictions of
distance to UFL, LFL, or LFL/2. For example, the Burro comparisons
indicate a predicted maximum distance to the LFL gas concentration
which would be from 25% below to about 6Z above that observed.

Pattern Comparison Plots

Appendix A contains the individual pattern comparison plots
prepared from the peak concentration contours at  ground-level.
Table 5 summarizes the values of Theta,{® at which there exists 100%
agreement between field and model data at various magnitudes of N

ratio., In no case is a Theta value greater than 15° required to
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provide agreement within a factor of 2 between gield and model
results. Figure 6 provides the same information in a bar chart
format, Figures 7 and 8 display the percent of measured data
predicted exactly for each test in terms of Theta values varying from
62 o 15%;

To place these values in context with other modeling
alternatives, one may consider pattern comparison plots for one of the
more complicated numerical models. The FEM3 model developed at LLNL
which includes terrain and heat transfer effects is among the most
sophisticated primitive equation models. Chan and Ermak (1983)
published ground level concentration contours for Burro series tests 8
and 9. Pattern comparison plots are provided as Figures A-15 and
A-16. Theta shift values of 45° and 12.5° are required to produce
100% agfeement with field data at N = 1. This compares with Theta
values of 20° and 15° for the best comparable physical model effort.
Hence, the most advanced calculations predict concentration isopleths

of about the same order of spatial accuracy as physical simulation.

4.0 SUMMARY AND RECOMMENDATIONS

Seven field experiments which included 26 separate releases of
denge gas have been compared with physical model simulations in
Séctioqs 3.1 %o 3.7. In Section 3.8 the ability of fluid model methods
to predict UFL, LFL, and LFL/2 levels is examined. Results of the
Surface Pattern Comparability Approach described in Section 2.0 are

also reported in Section 3.8. The following observations are

appropriate:

a.) The level of agreement‘ obtained between model and field
experiments is generally very satisfactory. The model
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b.)

c.)

d.)

e.)

£.)

g.)

h.)

clouds are very similar in appearance, ghey spread and
travel at correct rates, measured concentrations compare
very well, and peak concentrations are usually predicted to
within a factor of two or better.

Model simulations where specific gravity, volume flux ratio
and Froude number equality have  produced  successful
predictions of field concentrations are limited to
situations where mean prototype wind speeds exceed 3 m/s,

scale ratios do not exceed 250, and Pe*/Ri* ratio exceeds
0.15.

During model simulations where volume flux ratio and flux
Froude number equality are stipulated, peak concentration
isopleths are preserved if mean prototype wind speeds exceed
2 m/s, scale ratios do not exceed 100, and Pe,/Ri, ratio
exceeds 0.15. However, in this case the time of arrival and
departure of the plumes are distorted.

Field/fluid model comparisons suggest that LFL distances for

LNG spills are predicted within a standard deviation of 25%
with a 90% confidence level.

Field/fluid model comparisons suggest that ground level
concentrations are predicted exactly (N =1) for theta
increments of less than 20°, and within a factor of two
(N = 2) for theta increments of less than 15°.

The most advanced fluid modeling effort and the most
sophisticated numerical models appear to predict plume
concentrations within comparable levels of spatial accuracy.
It may be that this is associated with an inherent limit to
the prediction of single realization field experiments.

It does not zppear that strict specification of Richardson
number, Ri,, is necessary to obtain adequate simulation of
most aspects of a field trial. However, accurate
specification of friction velocity, u,, is so difficult for
both field and model measurements that it is difficult to
resolve this point decisively. It does appear necessary to
roughly match velocity gradient over the plume depth.

Strict observance of the roughness Reynolds number criterion
(Re, > 2.5) or the source Reynolds number criterion
(Re >3000), does not seem to be necessary when simulating
flows dominated by gas release configuration. The roughness
Reynolds number may be  important during simulation
experiments when one is concerned with  decay of
concentration to levels less than 0.1%.
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Figure 1. Schematic of the area segment, A(xi, §0).

15



Fo—

O

FIOO

P

1 |
40.0 450 50.0

Fl
]
35.0

I
300

|
25.0
8 8(Degrees)

]
200

15.0

10.0

F2
5.0

1.00

Tigure 2.

Pattern
against
of data
pattern

e .
\ ] L
Q @)

o @
o o

0.0

!
o o
s -
o o

050
0.40
030
0.20
0.10
0.00

Ny

test result using the MATHEW/ADPIC numerical model

a typical set of field data. f _ equals the fraction
points covered within a factor of N by the calculated
expanded through an angle so (Lewellen and Sykes, 1985)

36



o,

/o

Hydrocarbons

—A
= ]
A
e 0
= @]
]
A
— O
A
z ®
a
A
[ o]
=5 O
= a
— Length | Specific o
— Scale Gravity
s @ Field Dato
3 O Run No.8 1:240 1.38 E
A Run No. | 1:240 4.18
- 0
O Run No. 3 | :B5 1.38
e B Run No. BA |:85 1.38
A Run No. 8B 1:85 4.8
i ! | 1 potton b |
!
10 10° 10
x(m)
Figure 3. Peak plume centerline concentration decay with downwind

distance at 1 m height for Burro 8 (Neff and Meroney, 1981).



Field Results

Model Results

Figure 4. Ground-level concentration extent comparison between Burro 8
and Run 8a, scale 1:85, S.G.m = 1.38 (Meroney, 1985).
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Field Results

Model Results

Figure 5. Ground-level concentration extent comparison between Burro 8
and Run 8b, scale 1:85, S.G.m = 4,18 (Meroney, 1985).
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Table la °*

PROTOTYPE AND MODEL CONDITIONS

| CONTINUOUS RELEASES: PROTOTYPE:
TEST NO. | Specific Qlcu.m./s}) D(m) uim/s) u®(m/s) u®(m/s) Zo(cm) P.G. (Cpo/Cpa)® Humidity
CONFIGURATION field | Gravity - Stab, %
1

AGA Capistrano 44 | 1.55 40,0 ® 24.4 5.4 0.22 Ll 1.22 45
{Meroney et al, 1977) I

|

China Lake (Avocet) 18: 11058 14.9 20.0 * 6.7 0.28 0.02 c 1.22 16
5 cu: m. LKG 19 | 1,55 20.1 20,0 * 5.1 0.21 0.02 cC-p 1.22 29
(Neff & Meroney, 1979) 20 | 1.55 13.3 20.0 * 12.4 0.51 0.02 D 1.22 15

21 1 1.55 18.0 20.0 * 4.9 0.20 0.02 c 1.22 21
| )

China Lake {Burro) 4 1 1.5% 46.0 24.6 9.6 0.40 0.30 0.02 c 1.22 2
40 cu. m. LNG 5 i 1.55 44 .1 24.0 7.8 0.33 0.37 0.02 o 1.22 6
{Neff & Meroney, 1981) i i 1:55 55.8 27.0 8.8 0.37 0.29 0.02 D 1.22 7
(Meroney, 1985) B | 1.55 60.8 28.2 2.0 0.07 0.14 0.02 E 1.22 5

11.53 60.8 28.2 2.0 0.07 0.14 0.02 E 1.22 5
] 1.55 60.8 28.2 2.0 0.07  0.14 0.02 E 1.22 5
| 2255 60.8 28,2 2.0 0.07 0.14 0.02 E 1.22 5
] 1.55 60.8 28.2 2.0 0.07 0.14 0.02 E 1:22 ]

9 | 1.55 €69.9 30.1 6.1 0.25 0.28 0.02 D 1.22 12
| 1.55 65.9 30.1 6.1 0.25 0.28 0.02 D 1.22 12
|

Health & Safety Ex. 46 | 2.3s 0.4 17.0 = 1.7 0.10 0.65 D* 1.28 -
Water spray tests no spray
(Meroney et al, 1984) |

46 | 2.35 0.4 IT.0* 3.7 0.10 0.65 D" 1.28 it
with spray
|

Maplin Sands Tests 46 | 1.%30 11.3 15:1. = 8.1 0.28 0.03 D 1.14 71

(Puttock et al, 1982) 1 1.80 11.3 15.] = 8.1 0.28 0.03 b 1.14 71
I 1.80 11.3 15.1 % g1 0.28 0.03 D 1.14 71
54 | 1.85 9.3 13.8 = 3.8 0.13 0.03 D 1.14 85
| 1.83 9.3 13.8 = 3.8 0.13 0.03 D 1.14 85
R = 2 L B . W 08 (0 W o

| INSTANTANEOUS RELEASES: PROTOTYPE

TEST NO0. , Specific V (cu.m.) D (m) u (m/s) y= {m/s) Zo(em) P.G. Humidity
CONFIGURATION | Gravity Stab, %
|

Porton Downs, U.K. 3 | 2.30 40.0 3.9 5.5 0.25 0.2 D - -
40 cu. m. 8 | 2.00 40.0 3.9 0.5 0.02 0.2 F-G - s
(Picknett, 1981) 21 | 1.30 40.0 3.8 4.7 0.21 2 B-C i o
(Hall et al, 1982) 29 | 3.56 40.0 3.9 4.3 0.19 0.2 [ o o

33 | 2.08 40.0 3.9 2.0 0.09% 1 B-C - e
37 | 1.889 40.0 3.9 5.1 0.23 1 ¢-D — o
]

Thorney Is., U.K. T ] 1.78 2000.0 14.0 3.2 0.13 1 E iy 81
1000 cu.m. 8 i 1.63 2000.0 14.0 2.4 0.12 0.3 D - 88
(Hall & Waters, 1985) 1 ] 2.03 2000.0 14.0 5.1 0.26 1 D - 77
{Duijm et al, 1985) 13 | 1.98 2000.0 14.0 7.5 0.38 1 D - 74
(Schatzman et al, 1985) | 1.96 2000.0 14.0 7.5 0.38 1 D - T4

| 1.96 2000.0 14.0 7.5 0.38 1 D - 74
15 | 1.41 2000.0 14.0 5.4 0.27 1 C-D - 88
| 1.41 2000.0 14.0 5.4 0.27 1 Cc-p - 88
| 1.41 2000.0 14.0 5.4 0.27 1 €c-D -- B8
N 18 | 1.87 2000.0 14.0 7.4 0.30 1 c -
- |
* ¢ Reanalysis of Burro velocity profiles (Neff and Meroney, 1981)

(Ri)e = g*(8G-1)*Q/[u"3%D]
(Ri)1 = g*(5G-1)"V .33/u"2

(Ri®)c = g*{S6-1)%Q/[u”(u®)"2*D]}
(Ri™)i = g®(SG-1}*V"0.33/(u*)"2

(Vol. Hativ) = Q/(u*b"2)

(Re} = u®D/n
(Re®*) = (u*}*losn

Pe*/Ri* = {u*}"3/{gl56-1)"D]
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Table

1b

PROTOTYPE AND MODEL CONDITIONS

ICONTINUOUS RELEASES: MODELS
TEST KO. NO. SCALE SPECIFIC Qlce/s) D(cm) ulem/s) u®{em/s) u®(cm/s) Zo{cm) P.G
CONFIGURATION Field | TEST RATIO  GRAVITY + Stability {er
|
AGA Capistrano 43 11 106 1.4 340 23.0 52 2.13 0.02 D
{Meroney et al, 1977) |
1
China Lake (Avocet) 18 j 18 85 1.38 186 23.5 60 2.70 * 0.02 D
% cu. m. LNG T 19 85 1.38 251 23.5 46 2.07 ® 0.02 D
(Neff & Meroney, 1979) 20 20 85 1.38 166 23.5 112 5.04 = 0.02 D
21 : 21 85 1.38 225 23.5 44 1.98 * 0.02 D
1
China Lake (Burro) 4 | 4 240 1.38 44 10.2 55 4.56 4.94 0.01 D
40 cu. m. LNG D 5 240 1.38 42 10.0 45 3.76 4.29 0.01 D
(Neff & Meroney, 1981) 7 | 7 240 1.38 53 1302 51 4.23 4.88 0.01 D
(Meroney, 1985) 8 i 8 240 1.38 58 11.7 11 0.91 1.29 0.01 D
i 1 240 4.18 164 11.7 32 2.65 3.26 0.01 D
' 3 85 1.38 760 33.o 18 1.22 0.81 0.01 D
I A 85 1.38 760 33.0 18 1.22 0.81 0.01 D
] B 85 4.18 2195 33.0 52 3.47 3.47 0.0} D
A 9 240 1.38 66 12.6 34 2.82 3.27 0.01 D
| 2 85 1.38 874 35.6 57 3.87 2.52 0.01 D
|
Health & Safety Ex. 46 --  28.9 2.35 87 53.0 32 2.18 0.01 D
Water spray tests no spray
(Meroney et a), 1984) i
46 | --  28.9 2.35 87 59.0 32 2.18 0.01 D
with spray
|
Naplin Sands Tests 46 | Md6-1 110 1.90 89 137 77 3.08 * 0.01 * D
(Puttock et al, 1982) | M46-21 110 4.18 167 13.7 147 5.88 * 0.01 = D
| Mag-22 110 1.90 72 12.6 55 2.20 * 0.01 = D
54 | M54-1 120 1.85 93 13.8 38 .52 . 0.01 * D
| M54-2 120 4.18 180 13.8 5 3.00 = 0.01 *® D
|
| INSTANTANEOUS RELEASES:  MODEL ':_‘ s
TEST NO. |NO. SCALE SPECIFIC V(cc) D(em) u(em/s) u*(em/s) Zo(cm) P.G
CONFIGURATION ITEST RATIO  GRAVITY Stability (ce®
) i
Porton Downs, U.K. 3 T3 25 2.30 2744 16.0 110 6.00 0.02 D
40 cu. m. 8 | T8 25 2.00 2744 16.0 0 0.00 0.02 D
[Picknett, 1981) 21 | T21 25 1.30 2744 16.0 94 9.60 0.15 D
(Hall et al, 1982) 29 | T29 25 3.56 2744 16.0 86 4.50 0.02 D
33 T33 25 2.08 2744 16.0 40 3.00 0.40 D
e T37 25 1.89 2744 16.0 102 6.70 0.40 D
B |
Thorney Is., U.K. 7 T33 90 2.08 2744 16.0 40 3.00 0.40 D
1000 cu.m. 8 | TNOB 107 4.18 1633 13.0 53 2.80 0.02 D
{Hall & Waters, 1985) 11 | T29 S0 3.56 2744 16.0 86 4.50 0.02 D
(Duijm et al, 1985) 13 P3 80 2.00 2744 16.0 84 4.40 0.02 D
(Schatzman et al, 1985) | TNO13A 107 1.96 1633 13.0 73 3.90 0.01 D
| TNO13B 107 4.18 1633 13.0 132 7.20 0.01 D
15 K] 80 2.00 2744 16.0 84 4.40 0.02 h]
| UH154 164 1.41 450 8.5 42 2.10 ®= 0.01 D
| UH15B 164 4.18 450 8.5 117 5.87 * 0.01 D
- 18 | P3 S0 2.00 2744 16.0 84 4.40 0.02 D
I
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Table lc

PROTOTYPE AND MODEL CONDITIONS [
ICONTINUOUS RELEASES: DIMENSIONLESS PARAMETERS
TEST NO. 1 (Ri)p  (Ri)m (Ri®)p [Ri®)p (Ri®)m (Ri®)m (Vol.  (Vol. (Re)m (Re*)m (Re®)m Pe®/Ri® Pe®/R®
CONF IGURATION Field | - - Ratio)p Ratio)m * +
i

AGA Capistrano 44 1 0.057 0,041 34.1 24.6 0.013 0.012 7973 0.28 0.16

[Meroney et al, 1977) ; 0
1

China Lake (Avocet) 18 | 0.013 ©0.014 77 6.7 0.006 0.006 9400 0.36 0.26
5 cu. m. LNG 19 | 0.041 0.041 24.1 20.2 0.010 0.010 7207 0.28 0.12
(Neff & Meroney, 1979) 20 | 0.002 0.002 1.1 0.9 0.003 0.003 17547 0.67 1.72

21 | 0.041 0.042 24.8 20.7 0.009 ©0.009 6893 0.26 0.10
[

China Lake (Burro) 4 | 0.011 9o0.010 6.5 11.7 1.4 3.2 0.008 ©0.008 3740 0.30 0.33 1.27  1.62
40 cu. m. LNG 5 i 0.021 0.017 Il.5 9.3 2.4 1.9 0.010 0.009 3000 0.25 0.29 0.71  1.08
(Neff & Meroney, 1981) 7 | 0.016 0.013 9.2  15.1 Y8 Uyds 0.009 0.008 3808 0.28 0.33 1.01  1.56
{Meroney, 1985) 8 | 1.455 1.389 1062.8 296.9 203.0 101. 0.038  0.039 858 0.06 0.09 0.01 0.03

I 1.455 1.335 1062.8 296.9 194.7 128.7 0.038 0.037 2496 0.18 0.22 0.07 0.12
| 1.455 1.473 1062.8 296.9 320.6 727.4 0.038 0.039 3960 ©0.08 0.05 0.02 0.01
; 1.455  1.473  1062.8 296.5 320.6 727.4 0.038 0.039 3960 0.08 0.05 0.02 0.01
| 1.455 1.477 1062.8 296.9 331.6 331.6 0.038 0.039 11440 0.23 0.23 0.15  0.15

9 | 0.055 0.050 32.4 26.2 T2 154 0.013 0.012 2856 0.19 0.22 0.30 0.47
| 0.055 0.049 32.4 26.2 10.7 25.3 0.013 0.012 13528 ©0.26 0.17 0.78 0.21
I

Health & Satety Ex. 46 | 0.083 0.080 17.86 12.8 0.001 0.001 12587 O©.22 0.05
Water spray tests no spray
(Meroney et al, 1984) i

46 | D0.063 0.060 17.6 12.8 0.001 ©0.001 12587 0.22 0.05
with spray
i .
Maplin Sands Tests 46 | 0.012 0.013 10.4 7.9 0.006 0.006 7033 0.10 0.22
(Puttock et al, 1982) i 0.012 0.012 10.4 7.5 0.006 0.006 13426 ©0.20 0.72
. | 0.012 0.030 10.4 18.0 0.006 0.008 4620 0.07 0.08
§¢ 1+ 0.102 ©0.102 87.6 64.0 0.013 0.013 3496 0.05 0.03
, 0.102  0.097 87.6 60.3 0.013 ©0.013 €500 0.10 0.10
l
| INSTANTANEOUS RELEASES: DIMENSIONLESS PARAMETERS: 5
TEST NO. | (Ri)p (Ri)m (Ri®)p (Ri®)m (Reja (Re®*}m Pe®/Ri®
CONFIGURATION |
|

Porton Downs, U.K. 3 | 1.441 1.473 697.4 494.9 - == 11733 0.80 1.88
40 cu. m. 8  |134.116 -- 83822.5 == -- s 0. 0.00 0.00
(Picknett, 1881) 21 | 0.455 0.465 228.1 44.6 - -- 10027 9.80 33.38
(Hall et al, 1982) 29 | 4.642  4.744  2377.7 1732.7 - -- 9173 0.60 0.40

33 | 9.053 9.252 4470.5 1644.7 s -~ 4267 B.00 0.28
37 | 1.147 1.172 564.1 271.7 i -- 10880 17.87 3.83
|

Thorney Is., U.K. 7 | 9.397 9.252 5693.6 1644.7 - -~ 4287 B8.00 0.28
1000 cu.m. 8 | 13.493 13.054 5221.5 4677.0 - -- 4593 0.37 0.08
(Hall & Waters, 1985) 11 | 4.885 4.744 1879.6 1732.7 - C-- 9173 0.60 n.40
(Duijm et al, 1985) 13 | 2.105 1.942 820.1 708.0 -- -- 8960 0.59 0.96
(Schatzean et al, 1985) | 2.105  2.077 820.1 727.8 -- -- 6327 0.16 0.70

| 2.105 2.104 820.1 707.3 -- -- 11440 0.29 1.33

15 | 1.7384 1.942 693.8 708.0 - -- BSBO  0.59 0.96

| 1.73¢ 1.745 693.8 697.9 -- -- 2380 0.08 0.28

| 1.738 1.744 693.8 692.8 -- -- 6630 0.23 0.72

v 18 | 1.960 1.942 1192.5 708.0 e --  #960 0.59 0.96
| :
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Table 2 MAPLIN SANDS TRIALS
Shell Research, Rasterdas’ 30 Kov BY
TRIAL X0, BAS + SCALE  ISPECIFIC IVELOCITY & LFL | Pe/Ri
i TYPE ) IBRAVITY % amfsec ) 8 H
ACTUAL 1 H H H 1 1
H H H ! H |
Haplin-d6 | LPE HE | iRy ¢ B P 210-280 1 -
| H H i i 1
B.TUXNEL H H ' H H
i H H H i H
HSda-1 { Fr-r Vol b LY b 077 ) 230-290 1 2910
| H H H ! H
Ho4b-21 4 Fr Pl 3 42 VL4 3 250-280 1 12120
- ! -} A | ! H !
HS48-22 | Fr-AR HR £3 (I R 1A 10,55 1 140-190 § 1300
i i H " H '
ACTUAL ! ! ! H I: 1
| ' | ' ! H
 Haplin-34 | LPS 1 1 | .85 § 3.8 {1 380-520 | -
1 H P H I |
WOIDDEL } ! ! H ! !
H | ! H | H
H554-1 I Fr-hr Y1100 1 1.B5 4 038 1 250 290 ¢ 357
i | | i H H
H5S4-2 | Fr 1on1ee 1 &2 0 073 @ 4so-520 1 1380
| i H H I |

Pe/Ri = UB83/1g'D)
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) RICHARUSON RUMEER CLASSIFICATION
OF FIELD EXFERIMENT RELEASES

CONTINRUGUS RELERSES

..............

TEST - 40, g" {ais/s) 0 fcu.e./s) D () w (a/s) b (afs)  (Ridofc  MDTES:
COMF IBLRATICN ‘
RBA Capistrang i S 008 2441 54 0,221 3.9 L

(Reroney et al, 1977)

China Lake (Avoret) 18 5.4 1.9 20,0 8 &7  0.281 1.1
3 tu. 8, LKG 19 5.4 0.1 20,01 .1 021 4.1 L
(Neff b Meroney, 1979) 20 5.4 1.3 20,08 124 0511 1.1 P
21 5.4 18,0 20.0 % .9 0,208 24.8 L
China Lake (Burro) [ 5.4 1.0 4.6 9.6 0.40 5.5
40 cu. 8. LK 3 5.4 i, 240 7.8 0.33 11.5 L
(Meff & Meroney, I981) 7 3.4 55.8 2.0 8.8 037 9.2, I
] 5.4 b0.8 28.2 L2000 0.0 1083.1 Lyl
] 3.4 85.9 0.1 8.1 0.23 3.4 L
Health & Safety Ex. 46 13.3 0.4 17.01 LT 0,108 17.7 L
Bater spray tests no spray
{Kerbney et al, 1984)
L1} 13,3 0.4 17.0 1 i.7 0.10 1 1.7 L
nith spray
Kaplin Sands Tests 4 B.B 1.3 15.11 8.1 0.28 10.4 L
{Puttock et al, 1532) b1 8.3 9.3 13.8 1 g 0.13 B7.1 L&V
INSTANTANEDUS RELEASES
TEST k0. Q" fa/sfs) ¥ lcuwm) D la)  w la/s) ub ls/s)  (RiJofc
CONFIBURATION
Porton Downs, U.K. 3 12.8 0.0 39 5 0,259 591.8
0 cu. 0. (] 9.8 0.0 3.9 0.3 002t snun B0
{Hall et al, 1982) 21 2.9 10,0 3.9 1.7 0.21 8 122.1
rL} 5.1 40.0 3.9 4.3 0,198 2348.8 BD
] 10,4 40,0 1.5 .0 0091 W08 B0
37 8.7 0.0 1.9 5.1 0.23 8 555.6
Thorney Is., U.K. 7 1.3 2000.0 14,0 L2 B 5594.9 B
1000 cu.0. B 8.2 2000.0 14.0 2.4 0.12 5288.9 L))
(Hall & Waters, 19B5) 11 10.1 2000.0 14.0 - 3.1 0.28 1835.3 ]
13 9.4 2000.0 14.0 1.5 0.8 799.7
15 4 2000.0 14.0 4 0,27 w0
18 8.5 2000.9 14,0 1.4 0.30 1160.2 BD

Le LATERAL SPREADING (Ri > 10), Us UPWIND SPREADING (Ri ) 40), P: PASSIVE (Ry € 1), BD: BUDYANCY DONINATED (Ri > 1600)
81 APPROIIKATED VALUES '
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TLE G

CONPARISON OF DBSERVED S FLUID-MODEL PREDICTED KAXIUM DISTANCES
TD G55 CONCENTRATIONS IM THE FLAMMABLE LIMIT RANGE

1E5T ND. ND.
CONSIBURATION €87
AEA Capistrano “ --

[Meroney et al, 1977)

China Lale {Avocet) 1B 18
S tu. o, LN 19 19
(Hetf k Meroney, 19791 20 20

21 21

China Lake (Burro) § 4
40 cu. o, LHE 3 5
(Ket§ & Meronzy, 1981) 7 T
{Heroney, 1985) 8 a

b
9 ]
1

Porton Downs, U.K. 3 13
40 tu. 8. B 18
{Hall et al, 1962) i1

9 1
b5 I 4
noowm

Thorney Is., U.K. ] 113
1000 cu.m, 11 129
(Hall & Waters, 1985) I3 P3

15 P3
18 P3

Kaplin Sands, U.K. 45 mib-1
Propane spills Hig-21
(Puttock, 1985) HeE-22

5§ RS4-1
n5d-2

Health & Safety Ex. i --
Hater spray tests no Spray
(Reroney et al, 1984

4 -
uith spray

b5
LH]
70
b0
100
150
150
110
19

0

80

DBSERVED
UFL LFL LFLI2

FREDICIED  [(FRE-DBSI/ESI(100) CONFIDENCE INTERVAL (701)

“UFL LFL LFLA2

UFL LFL LFL/2

300

160

180
260
250
100
100
280
280

120
100
100
160
100

245
U5
245
452
452

13

300

i3

630
700
100
450
450

180
160
160
250
140

13

1o

b3
B3
27
83

3
70
90
100
120
50
100

10

20
i

10,

270 400

190 325
00 400
50
300 k80
350 700
240 450
290 550

VR

B 50

a8

0 3%

90 125
130 200
110 180
1o 1g0
§10 1B0

0 -
285 .-
185 ==
70 --
485 -

n

10

31
-40

il

~10
-1
-20
-1B

-9

23

b

-2

-15
-13
-14

-40

i

100

7%

g
-]
=13

-6

-8
12

-3l
23
13

-8
29

20

UFL &

LFL/2:

Mean I deviation fros FRE
-9.01

1 Standard deviation =
1228 1

Hean I deviation 4rom FRE
oot
1 Standard deviation =
#2241

Hean 1 deviation froa PRE
47181

1 Standard deviation =
+32.5 1
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Table 5 + Pattern Coaparison Plot Results

Configuration

Date Run  Scale Specific Points
Wo.  Ratio Gravity Cospared

tercept of Theta, Degrees
| f-2

-5

{-10

AGA Capistrano

Field 111974) 1,52 H
Model 019770 44 106 1.53 V0 LS 0.0 0.0
H A
China Lake (Avocet) | H
"Freld 111978) 1S !
Model (1979} 18 85 1.33 3V 0.0 50 0.0 0.0
H § S 1.38 Si 10 tE 50 0LD
1 1]
H 20 B85 1.38 L3 125 15 1S 1S
i 21 B 1.38 61 125 0.0 0.0 0.0
! H
China Lake (Burro) ¢ H
Field i (1980} 1.5 H
Radel $(19810 4 240 1.38 B 20000 1536 128 18
111985 :
H S 240 1.38 61 150 125 1.5 15
' 1]
H 7 40 1.38 121 15,0 10,0 .5 5.0
H 8BS 1.38 171 45 15 1.5 9
] 1
1 ]
H 8BS 4.18 1740 20,0 1006 2.5 2.5
H § W 1.38 130 1.5 150 1.5 10.0
H § B 1.8 134 15.0 1.5 10.0 10.0
HSE Spray Tests H H
Field 111581} 2.35 :
Kodel 1(1983) 46 Ko Water Sprays H
H 8.9 .35 bi 20,0 100 0.0 0.0
H H
H 4 With Water Sprays H
H 8.9 1.33 61 125 50 0.0 0.0
1] 1]
FEN3 Muserical Prog. | H
Heat transfer H H
Terrain included | H
Chan b Ereak 101983) !
iBurro 8 I 137 45.0 25 0.0 0.0
L] i
] ]
Burro 9 1 = 130 12,5 10,0 10,0  10.0
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Appendix A: Figures A-1 to A-16

Pattern Comparison Plots: Field Measurements

Versus Laboratory Simulation of Ground Level Concentration
Isopleths. Figures A-1 to A-14.

Pattern Comparison Plots: Field Measurements
Versus Numerical Simulation of Ground Level Concentration
Isopleths. Figures A-15 to A-16.
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