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#### Abstract

The interconnection of a large number of processors and other devices to form a parallel/distributed computing system is a research area receiving a great deal of attention. One method is to use a multistage network. This paper compares two classes of multistage networks by examining two representative networks: the Generalized Cube and the Augmented Data Manipulator. The two topologies are compared using a graph model. By interpreting the graphical representations of the networks in different ways, different but functionally equivalent implementations result. The costs of the various implementations are compared taking VLSI considerations into account. Finally, the robustness (fault tolerance) of the different networks is measured and contrasted. © 1985 Academic Press, Inc.


## I. Introduction

The interconnection of a large number of processors and other devices to form a parallel/distributed computing system is a research area receiving a great deal of attention. Many different approaches to the interconnection method have been proposed and discussed including the use of buses [47], hierarchies of buses [44], direct links [13], single-stage networks [21], multistage networks [9, 22, 30, 38], and crossbars [49]. An important aspect of this research is the evaluation and comparison of the proposed approaches [ $6,16,40,45]$. The conclusion most often reached is that the best scheme to use in a particular design depends highly upon the intended application, performance requirements, and cost constraints. Once a connection method

[^0]is chosen (e.g., single-stage network), a specific design must be decided upon and then implemented. During this phase of a system's specification, it is important for the designer to understand fully the differences and similarities between candidate designs.

This work is motivated by an ongoing study of methods to model distributed systems and an examination of networks suitable for use in the PASM [41] and PUMPS [10] systems. Two classes of multistage networks that have been considered for use in these and other systems, cube type and data manipulator type, are investigated in this paper. Specifically, graph models are used to quantify the difference between the Generalized Cube and Augmented Data Manipulator (ADM) networks in terms of cost and robustness (fault tolerance). Graph models are used because they are unencumbered by implementation details and are an excellent tool for representing an essential characteristic of a network: its topology. They also facilitate comparison of this work with other studies (e.g., $[5,19]$ ).

The Generalized Cube and ADM networks are defined in Section II. Their relation to other multistage networks described in the literature is also discussed. Using a graphical representation, the networks' topologies are compared in Section III. In Section IV, two functionally equivalent implementations resulting from two different graph interpretations are examined to compare the cost of each network. Here, using VLSI chips is considered and costs are compared relative to the fraction of a stage that can be implemented on one chip. Finally, Section V contains an analysis of the robustness each network exhibits.

## II. The Generalized Cube and ADM Networks

The Generalized Cube network is a multistage cube-type network topology that was introduced as a standard for comparing network topologies [39]. Assume the network has $N$ inputs and $N$ outputs: in Fig. 1, $N=8$. The Generalized Cube topology has $n=\log _{2} N$ stages, where each stage consists of a set of $N$ lines connected to $N / 2$ interchange boxes. Each interchange box is a two-input, two-output device. The labels of the input/output lines entering the upper and lower inputs of an interchange box serve as the labels for the upper and lower outputs, respectively. Each interchange box can be set to one of the four legitimate states shown [22].

The connections in this network are based on the cube interconnection functions [35]. Let $P=p_{n-1} \cdots p_{1} p_{0}$ be the binary representation of an arbitrary I/O line label. Then the $n$ cube interconnection functions can be defined as

$$
\operatorname{cube}_{i}\left(p_{n-1} \cdots p_{1} p_{0}\right)=p_{n-1} \cdots p_{i+1} \bar{p}_{i} p_{i-1} \cdots p_{1} p_{0}
$$

where $0 \leq i<n, 0 \leq P<N$, and $\bar{p}_{i}$ denotes the complement of $p_{i}$. This


Fig. 1. Generalized Cube network for $N=8$ [37]. The four legitimate states of an interchange box are shown.
means that the cube interconnection function connects $P$ to $c u b e_{i}(P)$, where $c^{c}{ }^{2} e_{i}(P)$ is the I/O line whose label differs from $P$ in just the $i$ th bit position. Stage $i$ of the Generalized Cube topology contains the cube interconnection function. That is, it pairs I/O lines that differ in the $i$ th bit position.

The ADM network is shown in Fig. 2 for $N=8$. It is based on Feng's data manipulator [15]. In this network, a stage consists of $N$ switching elements or nodes and the $3 N$ data paths that are connected to the inputs of a succeeding stage. Each node can connect one of its inputs to one or more of its outputs. At stage $i$ of the ADM network, $0 \leq i<n$, the first output of node $j$ is connected to the input of node $\left(j-2^{i}\right) \bmod N$ of the next stage; the second output is connected to the input of node $j$; and the third output is connected to the input of node $\left(j+2^{i}\right) \bmod N$. Because $\left(j-2^{n-1}\right)$ equals $\left(j+2^{n-1}\right)$ $\bmod N$, there are actually only two distinct data paths instead of three from each node in stage $n-1$ (in the figure, stage 2). There is an additional set of $N$ nodes at the output stage.

Both of these networks are based on the PM2I interconnection functions [35]. There are $2 n$ of these functions defined by $\mathrm{PM}_{+i}(j)=j+2^{i} \bmod N$


Fig. 2. Augmented Data Manipulator network for $N=8$ [37]. (Lowercase letters represent end-around connections.)
and PM2 ${ }_{-i}(j)=j-2^{i} \bmod N$ for $0 \leq j<N, 0 \leq i<n$, where $-x \bmod$ $N=N-x \bmod N .\left(\right.$ Note PM2 $2_{+(n-1)}=$ PM2 $\left.2_{-(n-1)}.\right)$

A number of systems have been proposed and/or built that use multistage networks (e.g., [7, 8, 24, 34, 41]). Among the networks that have been proposed are the ADM [38], baseline [48], binary $n$-cube [30], data manipulator [15], Gamma [29], Generalized Cube [39], inverse ADM (IADM) [27], omega [22], STARAN flip [9], and SW-banyan [19]. Studies have shown that the baseline, binary $n$-cube, Generalized Cube, omega, STARAN flip, and SW-banyan ( $S=F=2$ ) networks are all topologically equivalent [ $31,36,37,42,48$ ]. Differences between these networks are due to proposed control schemes, whether or not a broadcast capability is included, and the method used to number input and output ports. All of these networks belong to the general class of cube-type networks. Because of the similarities among these networks, a designer is not faced with choosing between six different networks; rather the choice is whether or not to use a cube-type network.

The data manipulator, ADM, IADM, and Gamma networks are topologically identical. The differences between these networks are the control scheme, order in which stages are traversed, and switch complexity. The switches in each stage of the data manipulator are divided into two groups. Each group receives an independent set of control signals and all switches in a group respond identically. Each switching element of the ADM, IADM, and Gamma networks is controlled individually. The stages of the IADM and Gamma networks are traversed in an order opposite to that of the ADM and data manipulator. Also, the Gamma network's switching elements are $3 \times 3$
crossbars (as opposed to selecting one input at a time). One property that these networks have is that for all nontrivial source/destination pairs (i.e., source address $\neq$ destination address) there are multiple paths through the network. For that reason, none of the networks is a member of the general banyan class [19].

The capabilities of the Gamma network are a superset of the ADM and IADM networks. It has been shown in turn that their capabilities are a superset of all the cube-type networks as well as the data manipulator network [36, 37, 42]. Data manipulator-type networks, however, are more complex than cube-type networks.

A common feature of all cube-type networks is that there is exactly one path through the network for each source/destination pair. This property makes control schemes simple but any single failure of a link or switch will disallow the use of any path requiring the failed component.

Thus there exists the classic trade-off between cost and performance when choosing between the two network types. In this paper, the network types are compared, using one representative network from each type: the Generalized Cube and the ADM. Both networks have the same number of input and output ports and individual switching element control. Routing tag schemes are available for the networks [ $22,28,38,39$ ], so it is assumed that they are used to implement network control.

Some aspects of the Generalized Cube and the ADM networks have been compared elsewhere. The ability of the ADM network to perform all the functions a Generalized Cube can was demonstrated in [42]. In [1], the total number of unique permutation connections each network can perform was compared. In [5], graph models were used to study multistage interconnection networks which have the "buddy property" (cube-type networks have that property) and other networks including the ADM. In that paper emphasis was on comparing the networks' permutation capabilities. This paper is concerned with comparing cost and robustness or inherent fault tolerance. Cost is examined from two points of view. The first is the common method of counting links and switching nodes. In this case, the graph model with a consistent interpretation (two are possible) is used to ensure a "fair" comparison. The second point of view is oriented toward VLSI considerations. Modules for each network requiring roughly the same number of pins are compared. The change in relative cost is also examined when as much as one whole stage is placed on one chip. Robustness is measured by calculating the average number of network inputs and outputs affected by the removal of a single link or switching element. The calculations are performed for both of the graph interpretations to be defined.

## III. Graph Modeling: A Common Basis for Comparing Networks

Graph models have been used by Goke and Lipovski [19] as the basis for defining a class of networks called banyans. The graphs used to represent


FIG. 3. Graphical representation of the Generalized Cube network for $N=8$.
these networks consist of nodes connected by directed arcs. By definition, in a banyan there is one and only one path from input to output [19]. In this paper the arcs are undirected and there is no restriction on the number of paths from input to output.

It has been observed $[20,23]$ that the Generalized Cube network (Fig. 1) has the graphical representation shown in Fig. 3. This graph also represents an SW-banyan (with $S=F=2$ ). The graph can be interpreted a number of different ways. One is to treat each node (vertex) (a circle in the figure) as a switch and each arc (edge) (a line in the figure) as a link. To model the network's behavior under this interpretation, the switch (node) shown in Fig. 4a should only connect one of the input links, a or b, to one of the output links, c or d. An implementation based on this interpretation, for an $N$ input/output network, would consist of $n+1$ stages of $N$ switches, with $2 N$ lines between stages. The TRAC reconfigurable, multimicroprocessor system contains an SW-banyan constructed from switches of this type (but that have two incoming and three outgoing links, i.e., $S=2$ and $F=3$ ) [32].
A second interpretation of the graph in Fig. 3 is to treat the nodes as links and the arcs as forming interchange boxes. For example, the thickened lines in Fig. 3 can be considered to represent the interchange box with inputs 2 and 6 (compare this to Fig. 1). In this case the SW-banyan implementation would have the same structure as specified here for the Generalized Cube (assuming a bidirectional network). This interpretation is illustrated in Figs. 4 b and c .

(a)

(b)

(c)

Fig. 4. (a) A node from the graph representing the Generalized Cube network. When equated with a switch, input $a$ or $b$ can be connected to output $c$ or $d$. (b) Four nodes from the graph. When the arcs, $a, b, c$, and $d$ are equated with switches, a $2 \times 2$ crossbar is obtained. (c) The components of a crossbar that correspond to the graph in (b).

Each of the arcs labeled a through din Fig. 4b acts as a crosspoint switch in Fig. 4c. When viewed this way, the portion of the graph within the dashed lines of Fig. 4 b behaves as a $2 \times 2$ crossbar or interchange box. If a and d are "on," the straight setting is obtained; b and c "on" corresponds to exchange; $a$ and $b$ "on" corresponds to upper broadcast; and $c$ and $d$ "on" corresponds to lower broadcast. Conflict occurs if a and c or b and d are on at the same time. It will be shown in the next section that implementations based on the first and second graph interpretations are functionally equivalent.

A third possible interpretation of the graph in Fig. 3 is to equate nodes with $2 \times 2$ interchange boxes and arcs with links. In that case, Fig. 3 would represent a size $N=16$ Generalized Cube network. This interpretation will not be discussed further in this paper.


Fig. 5. Graphical representation of the Augmented Data Manipulator for $N=8$.

The graphical representation of the ADM network (Fig. 2) is shown in Fig. 5. Since there are multiple paths from input to output, this is not a banyan graph. This graph can be obtained by adding the dashed lines shown in Fig. 5 to the graph in Fig. 3. ${ }^{1}$ When switches are equated with nodes, the network depicted in Fig. 2 is obtained. When switches are equated with arcs, the network looks like that shown in Fig. 6. In the figure, two nodes directly connected by a solid line between stages are represented by a single node in Fig. 5. Note that the labels on end-around connections in both Fig. 5 and Fig. 6 are attached to the same arcs (links) in the network. This second type of

[^1]

Fig. 6. Implementation of the Augmented Data Manipulator for $N=8$ when the graph of Fig. 5 is interpreted with arcs equated to switches.
implementation is examined in [43], where LSI packaging of network building blocks is discussed.

Though the same ADM network is represented, Figs. 2 and 6 look rather different. Depending upon which representation is chosen, a comparison with the Generalized Cube in Fig. 1 could produce different conclusions. Comparing Figs. 1 and 2, one might conclude that, in addition to having an extra column of switches, the ADM has twice as many switching nodes and three times as many links as the Generalized Cube network. It would be easy to decide that the ADM network is considerably more expensive. On the other hand, comparing Figs. 1 and 6, it appears the only difference is $N$ extra links that interconnect switches within each stage of the ADM network. The latter comparison is more accurate because the network depictions of Figs. 1 and 6 are based on the same interpretation of the networks' respective graphs. Thus when making comparisons, it is important to compare either graphical representations or consistent interpretations of those graphs. In the next section, the latter is done for both interpretations, so that the resulting implementations can be compared as well.

## IV. Cost Comparison

## A. Introduction

The purpose of this section is to compare the cost of the Generalized Cube network to that of the ADM network. To do this, implementations of each
network are examined. Two different criteria are used in the comparison. First, hardware requirements are examined. Since two basic implementations are possible for each network, to be fair, only implementations corresponding to the same graph interpretation are compared. Then, since VLSI implementation is being considered, the total number of data pins available on a chip is held constant and chip counts are compared for all the different implementations. It would be desirable to compare the gate densities required for each chip; however, that requires having a detailed design for each. In lieu of such details, the attempt was made to compare chips with comparable major architectural features (e.g., queues) which presumably require the same amount of logic and which can be compared at a gross level.

Although the discussion presented here is in terms of integrated circuit chips, it is not restricted to any particular technology. It is only presumed that a network is constructed from modular elements with I/O facilities (ports) proportional to that portion of the network graph (with an appropriate interpretation) intersected by the boundary of the module. For example, in the future, an I/O port may consist of a laser diode and a single optical fiber instead of many parallel wires.

## B. Hardware Realizations

There are two basic ways to implement multistage networks. They can be circuit switched or packet switched. In circuit switching, a complete path is established from input to output and must be held for the duration of the communication. Circuit switching is often used when processors are connected to the network inputs and memories are connected to the outputs. Designs for circuit-switched interchange boxes have been discussed in [11, 26, 43]. In packet switching, messages are decomposed into packets which each make their way from stage to stage until the output is reached. This method is often used in configurations that connect processing element (processor/memory pair) $j$ to input $j$ and output $j$ of a unidirectional network. Packet-switched network switching element designs have been discussed in [14, 26, 46].

In the remainder of this paper, implementations will be discussed primarily in terms of packet switching. Circuit-switched versions can be obtained by replacing any queues shown with buses. Other than this, remaining differences are in the control logic; however, the logic is shown only at the block diagram level. Only key elements of the implementations to be discussed are included since many variations of the basic designs are possible. For more detail see [14, 26, 46].

## C. Generalized Cube

Figure 7 shows two designs for a Generalized Cube switching element. Figure 7a results when switches are equated with nodes in the graph (this corresponds to Figs. 4a and 3). One of the two inputs is selected depending


Fig. 7. Implementation of Generalized Cube switches. (a) Node $=$ switch interpretation. (b) Arc $=$ switch interpretation.
on the requests (if any) received by the (left half of the) control logic, which handles any needed arbitration. A single output link is shown, but it is to be connected to two other switches as shown in Fig. 8. A bit in the routing tag is examined by the control logic, which then determines to which switch a request for access should be made. The (right half of the) control logic maintains the queue, interprets the routing tag, generates access requests, and receives grants for access requests. Switches that implement nodes in column 3 of Fig. 3 only contain hardware to the right of the dashed line in Fig. 7a. Switches that implement column 0 nodes only contain hardware to the left of the dashed line. A detailed design of this type is discussed in [32].

If arcs in the graph are equated with switches, then four arcs form a $2 \times 2$ crossbar or interchange box (see Figs. 4b and c and 1). An implementation


Fig. 8. Four switches from Fig. 7a combined to form one switch (within dashed lines) equivalent to that in Fig. 7b.
for this is shown in Fig. 7b. Here two input queues are required. As long as a given queue is not full, incoming packets for that queue will be accepted. Logic is required to handshake with other interchange boxes, maintain two queues, and interpret the routing tags at the head of each queue. This logic only interprets the tags in order to request the desired settings for the multiplexers. Logic asociated with the multiplexers performs any necessary arbitration. It also makes appropriate requests of other interchange boxes once the multiplexers are set. Different protocols and design variations for this type of switching element are discussed in [26]. The performance of networks implemented with these interchange boxes has been studied in [3, 14, 25].

The equivalence of two networks implemented with the two kinds of switching nodes is illustrated in Fig. 8. Four of the switching elements shown in Fig. 7a are connected as prescribed by the graph in Fig. 3. It can be seen that the hardware within the dashed lines is identical to that shown for the interchange box in Fig. 7b. The handshaking lines (directed dashed lines) shown connecting control units are equivalent to internal connections between the tag interpretation and queue control logic and the arbitration and output request logic in the control unit of Fig. 7b. It is thus apparent that the same total amount of hardware is required for either implementation, but that


Fig. 9. Implementation of Augmented Data Manipulator switches. (a) Node $=$ switch interpretation. (b) Arc $=$ switch interpretation.
the two graph interpretations lead to different network building blocks or packagings for the components.

## D. Augmented Data Manipulator

Two implementations for the ADM network are shown in Fig. 9. Figure 9 a results from equating the nodes of Fig. 5 with switches. In this design, the multiplexer selects from among three input links and the output link is connected to three other switches. The control signals shown on the output side
in Fig. 9a are used to determine which of the switches is to read the data from the output link. A broadcast is performed by selecting more than one switch. The basic routing tag scheme for the ADM network [28] requires the routing tag logic to examine two bits, so it is slightly more complex than that required in the Generalized Cube. As with the Generalized Cube, the switches implementing nodes in columns 0 and 3 of Fig. 5 only require the logic to the left and right, respectively, of the dashed line in Fig. 9a. This was also observed in [15].
If arcs are equated with switches, an implementation similar to the interchange box is obtained as shown in Fig. 9b. Here, however, the outputs from the queues must be connected to multiplexers in two other switching elements (as shown in Fig. 6) via intrastage buses. Similarly, the two multiplexers shown here must accept connections from the queues of two other switching elements. Two control signals must also accompany each of the intrastage buses.

## E. Comparison

An approximate cost comparison between the Generalized Cube and the ADM network can be made by comparing their respective switching elements. Since the choice is arbitrary, Figs. 7a and 9a will be compared. Both require a single queue. If the cost of the queue and its associated control logic dominates the cost of the switching element, then the ADM switch will cost only slightly more than a Generalized Cube switch in a discrete implementation. On the other hand, for a circuit-switched implementation, the multiplexer and control logic in an ADM switching element will cost about $50 \%$ more than that required in a Generalized Cube switching element.
The perspective changes somewhat when implementing these four designs in VLSI is considered. Input/Output ( $\mathrm{I} / \mathrm{O}$ ) requirements and logic/pin ratio become important considerations. For constructing a Generalized Cube network, the interchange box in Fig. 7b is a better choice than the switch in Fig. 7a. The interchange box (Fig. 7b) has approximately $33 \%$ more pins but approximately $100 \%$ more logic than the switch (Fig. 7a). For the ADM network, the logic/pin ratio is nearly the same for both of the designs in Fig. 9. The design in Fig. 9b has approximately twice as many pins and twice as much logic as that shown in Fig. 9a. The extra links that give the ADM network its superior capabilities over the Generalized Cube require a larger number of pins on the VLSI chips being considered.

The design of Fig. 7b and that of 9a have approximately the same number of pins. If this number of pins (due to the data path width) is near technological limits (and thus the design of Fig. 9 b will not fit on one chip), then the Generalized Cube interchange box is superior due to the logic/pin ratio. Assuming the cost of two chips with the same number of pins is about the same, an ADM network would be more than twice as expensive as a Generalized Cube network of the same size (when realized with these two re-
spective chips). The logic/pin ratio of the ADM chip (Fig. 9a) can be improved considerably by implementing extra capabilities the ADM network is known to support [27, 28]. These capabilities include dynamic rerouting of blocked messages and stage look-ahead with rerouting for blockage prediction. None of the additional features requires any extra pins. The additional capabilities are possible because of the extra paths between input and output and thus are not available for the Generalized Cube network.

The cost difference between the two implementations of each network due to pin limitations can be further quantified. Assume that one switching element is implemented on one chip and that the chips are bit sliced. For the sake of modularity, in the node-equals-switch implementation of both networks, this means the chip will be more complex than necessary for the switching elements in the input and output columns ( 3 and 0 in Figs. 3 and 5).

Let $D$ be the number of pins available on the chip for data path connections and $P$ be the number of I/O ports required by the switching element (see Figs. 7 and 9 ). The $D / P$ is the number of pins available per port. It is assumed that data pins dominate the total pin count and that the chip has the capacity to accommodate the small number of control and power pins also needed. If the network data path width is $W$, the $W \cdot P / D$ is the number of chips required to construct one switching element. Multiplying this by the number of switching elements needed to implement the network gives the total chip count. The expressions for the chip count for the four implementations as a function of $W, D, N$, and $n$ are given in Table I. A crossbar is included for comparison. The arc-equals-switch (interchange box) implementation of the Generalized Cube gives the lowest count regardless of the values of $W, D$, and $N$. As an example of the number of chips required in networks of size $N=16$ and $N=64$, assume the network path width is $W=32$ bits and there are a total of $D=64$ pins available on the chip for data connections. The resulting counts are shown in Table I.

TABLE I
Comparison of Chip Counts for Two Implementations of Generalzed Cube and ADM Networks ${ }^{a}$

|  |  |  |  | $W=32, D=64$ |  |
| :--- | :--- | :--- | :--- | :---: | ---: |
| Network | Implementation | P | Chip count | $N=16$ | $N=64$ |
| Generalized Cube | Node $=$ Switch | 3 | $3(W / D) N(n+1)$ | 120 | 672 |
|  | Arc $=$ Switch | 4 | $2(W / D) N n$ | 64 | 384 |
| ADM | Node $=$ Switch | 4 | $4(W / D) N(n+1)$ | 160 | 896 |
|  | Arc $=$ Switch | 8 | $4(W / D) N n$ | 128 | 768 |
| Crossbar | Crosspoint linking | 2 | $2(W / D) N^{2}$ | 256 | 4096 |
|  | two buses |  |  |  |  |

[^2]As advances in packaging technology continue, the cost difference between the Generalized Cube and the ADM will narrow considerably until the ADM is more cost effective. To see this, examine Fig. 6. The larger the number of switching elements (of the type in Fig. 9b), in the same stage, that can be placed on a single chip, the more intrastage buses can be internalized. This reduces the I/O overhead of the extra links. If a whole stage can be placed on one chip, then the ADM network requires the same number of chips and connections between chips as the Generalized Cube network. The assumption here is that the chip circuit density is not sufficient to support a crossbar but it will accommodate more logic than one stage of a Generalized Cube requires. The ADM network's structure thus fills a gap between the cube-type networks and crossbars. Until very large portions of an interconnection network can be placed on a single chip, it is clear that the ADM network will be more expensive to implement than the Generalized Cube, though the difference will continue to decline. Thus, it is important to determine the networks' cost effectiveness. It has already been pointed out that the ADM's capabilities are a superset of the Generalized Cube's. Another factor that is becoming more important as the construction of enormous systems is considered will be discussed in the next section: robustness of inherent fault tolerance.

## V. Robustness: A Comparison of Degradation under Component

## Failure

## A. Introduction

In this section, the robustness of each network is measured by removing a single component (link or switch) and counting the number of input and output ports that are affected. An input port is considered affected if it cannot send a message to all output ports. An output port is considered affected if there is at least one input port from which it cannot receive messages. Since the number of ports affected varies with the location of the removed component, averages are computed. Calculating the averages for the Generalized Cube network is relatively straightforward. Calculating the averages for the ADM network is complicated considerably by the varying numbers of multiple paths between ports of the network. Extensive use of and extension to the theoretical result in [28] were required to obtain the closed-form solutions presented here. To streamline this presentation, however, most of the mathematical derivations appear in the Appendix.

The average number of affected ports is calculated for both implementations of each network. These calculations are performed using two different rules for counting affected ports. The first rule requires all I/O ports to be considered. Under this rule, it has been shown that some permutation
connections can be routed around a faulty link in the ADM network, but this is not true in general [38].

The second rule allows "severely" affected ports to be disabled and thus not included in the count. It is implemented as follows. Referring to the graphs in Figs. 3 and 5, if a straight (or horizontal) arc at level $j$ is removed, then input port $j$ and output port $j$ are disabled. If links are equated with arcs, one pair of I/O ports is disabled. If switches are equated with arcs, since two straight arcs are included in each switching element (Figs. 7b and 9b), two pairs of I/O ports are disabled. Thus, in Figs. 1 and 6, the I/O ports whose addresses correspond to the output labels on a given switching element are disabled if that switching element fails.
This second rule takes into account a practical system response to a network fault: the disabling of some components so that operation can continue, but in a degraded mode. This is feasible if the network is used for asynchronous communication by cooperating processors (MIMD mode [18]). If the network is used in a synchronous mode to establish permutation connections (SIMD mode [18]) disabling some components is not feasible. However, if the system is partitionable so that subsets of the processors, called submachines, operate synchronously but independent of other submachines, then certain submachines can be disabled when a fault occurs. PASM [41] and TRAC [34] are systems with this capability.

Since robustness is useless unless it can be exploited, it is implicit that faults can be detected and diagnosed and that the system can continue to function once a fault is detected. Detection and diagnosis have been investigated in $[4,17,33,39]$. The latter requirement implies that measuring robustness is only meaningful for MIMD and partitionable SIMD environments.

The results using the first rule are shown in Table II and those using the second rule in Table III. Two examples of how to calculate the expressions

TABLE II
Average Number of Affected I/O Ports in the Generalized Cube and adm Networks When Links and Switches are Removed"

| Failure | Node $=$ Switch |  |  | Arc $=$ Switch |  |
| :--- | :--- | :---: | :--- | :---: | :---: |
|  | Link | Switch |  | Link | Int. box |
| Generalized Cube | $\frac{2 N-2}{n}$ | $\frac{4 N-2}{n+1}$ |  | $\frac{4 N-2}{n+1}$ | $\frac{4 N-4}{n}$ |
|  | $\frac{N+n-1}{3 n}$ | $\frac{2 N+n}{n+1}$ |  | $\frac{2 N+n}{n+1}$ | $\frac{7 N-8}{2 n}+1$ |
| Cube/ADM | $\simeq 6$ | $\simeq 2$ |  | $\simeq 2$ | $\simeq 1.14$ |

[^3]TABLE III
Average Number of Affected I/O Ports in the Generalized Cube and adm Networks When Links and Switches are Removed ${ }^{a}$

| Failure | Node $=$ Switch |  |  | Arc $=$ Switch |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Link | Switch |  | Link | Int. box |
| Generalized Cube | $\frac{2 N-2}{n}-1$ | $\frac{2 N}{n+1}-2$ |  | $\frac{2 N}{n+1}-2$ | $\frac{2 N}{n}-4$ |
| ADM | 0 | 0 | 0 | $\frac{3 N}{2 n}-3$ |  |
| Cube/ADM | $\infty$ | $\infty$ | $\infty$ | $\simeq 1.33$ |  |

${ }^{a}$ Severely affected ports are disabled and not counted.
in Table II are shown in the next subsection. The remaining derivations for both tables are presented in the Appendix. It should be noted that the entries in both tables under the "Node $=$ Switch" column for a switch failure and under the "Arc $=$ Switch" column for a link failure are identical. This is because both situations correspond to removing a single node from the graphical representation. Removing a link from the node-equals-switch implementation corresponds to removing a single arc from the graph, whereas removing an interchange box from the arc-equals-switch implementation corresponds to removing four or eight arcs from the graph, considerably different situations.

## B. Fault Effect Analysis Counting All Affected Ports

Here the effects of a link fault are analyzed in detail for the Generalized Cube network and then for the ADM network. For the former, assume there is a link failure in stage $i$, the first rule applies, and the network is implemented by equating nodes with switches (Fig. 3). To see which inputs are affected, start with the failed link and move backward toward the input, tracing all links that are connected to the failed one. The number of affected inputs corresponds to the number of traced links in stage $n-1$. In general this number is $2^{n-i-1}$. For example, if the link at level 4, stage 1 (Fig. 3), fails, inputs 0 and 4 are affected. The number of affected outputs is calculated by tracing links from the failed one to those to which it is connected in the last stage, i.e., stage 0 . This number is expressed as $2^{i}$. For example, failure of the link at level 6, stage 2 (Fig. 3), affects outputs 4, 5, 6, and 7. To calculate the average number of affected I/O ports, given a single link failure, a sum of these two terms taken over all stages is computed:

$$
\frac{1}{n} \sum_{i=0}^{n-1}\left(2^{n-i-1}+2^{i}\right)=\frac{2}{n} \sum_{i=0}^{n-1} 2^{i}=\frac{2(N-1)}{n}
$$

As a second example, consider the case of a link failure in the ADM network, using the first rule, and implemented by equating nodes with switches (see Fig. 2). A property of the ADM network is that there are at least two paths between every nontrivial (input address $\neq$ output address) input/output pair [28]. One of the existing paths consists of plus and straight links only and is called positive dominant. There is another path that consists of minus and straight links only and it is called negative dominant. The portions of the positive and negative dominant paths that are distinct depend on the relationship between the addresses. If they agree in the low-order $i+1$ bits, then the paths converge at the input to stage $i$ and follow the same set of straight links in stages $i$ through 0 . (The paths will be distinct in stages $n-1$ through $i+1$.) Thus if a nonstraight link fails, none of the I/O ports are affected because there will be a distinct path of the opposite dominance that avoids that link. (Routing schemes have been proposed that allow messages to dynamically switch between positive and negative dominant paths as they traverse the network [27,28], allowing them to avoid busy or faulty links and switches.) If a straight link in stage $i$ at level $j$ fails, then all the input ports whose low-order $i+1$ bits agree with output port $j$ 's low-order $i+1$ bits will not be able to send a message to output $j$. There are $2^{n-i-1}$ such input ports. The other input ports can communicate with output port $j$ since their paths to $j$ do not converge until reaching a stage less than $i$. No output port other than $j$ is affected by the failure. To see this, consider output port $k \neq j$. All input ports must be able to communicate with $k$. They can be divided into two classes: (1) those whose addresses agree with $k$ 's in less than $i+1$ low-order bits; and (2) those whose addresses agree with $k$ 's in at least $i+1$ low-order bits. In the first case, either a given path from the input to output $k$ does not include the faulty straight link (in stage $i$, level $j$ ) or if it does, there is another path of opposite dominance that does not. In the second case, in stages $i$ through 0 the required path uses straight links; however, they are all at level $k$. Thus all inputs can communicate with output $k$ so $k$ is unaffected. As an example, suppose the straight link in stage 1, level 4 (in Fig. 2), is bad ( $i=1, j=4$ ). Consider three different situations: communication from inputs 0 and 4 to output 4, from input 0 to output 5 , and from input 1 to output 5 . Output 4 will be unable to receive messages from inputs 0 and 4 , since 0 and 4 agree with $j$ in the low-order $i+1$ bits ( 2 bits). All the other output ports are unaffected. Consider connecting input 0 to output 5 . Even though the positive dominant path, $+2^{2}$, straight, $+2^{1}$, from input 0 to output 5 includes the bad straight link, a message can simply take the negative dominant path, straight, $-2^{1},-2^{0}$. Input 1 agrees with output 5 in the two low-order bits (bits 0 and 1) and therefore requires straight links in stages 0 and 1 . However, the required links are at level 5 , and thus the faulty straight link is not required.

The average number of I/O ports affected by a bad straight link, under the first rule, is calculated by adding the number of affected input and output ports
(as a function of the stage in which the fault is located) and summing over all stages:

$$
\frac{1}{n} \sum_{i=0}^{n-1}\left(2^{n-i-1}+1\right)=\frac{1}{n} \sum_{i=0}^{n-1}\left(2^{i}+1\right)=\frac{N+n-1}{n} .
$$

Since the failure of $a+2^{i}$ or $a-2^{i}$ link does not affect any I/O ports, if link failures are equally likely, then the average over all links is one-third of the above value.

In Table II, the ratio of the average number of affected I/O ports in the Generalized Cube to those in the ADM is computed. Regardless of network size, in the node-equals-switch implementation, a link failure in the Generalized Cube network affects six times as many ports, on the average, as a link failure in the ADM. A given switch failure affects twice as many ports. In the arc-equals-switch implementation, a link failure in the Generalized Cube network affects twice as many ports as the same failure in the ADM network. An interchange box failure affects 1.14 times as many ports.

## C. Discussion of Fault Effects with Some Disabled Ports

The measurement using the first rule is a very conservative indication of the robustness of the ADM network. Table III shows that under the second rule, the ADM network is very robust. When the pair of I/O ports connected to the network at the level of the failure is disabled in the node-equals-switch implementation, none of the remaining ports is affected by a link or a switch failure. A failure can only eliminate one of at least two paths that are always available between the enabled I/O ports (as illustrated in the example above connecting input 0 to output 5). In the arc-equals-switch implementation, link failures have no effect on enabled I/O ports, because (as pointed out earlier) the situation is equivalent to removing a switch in the node-equals-switch implementation. However, "interchange box" failures do affect some enabled ports. The reason this is the case is that there are situations in which both paths between input and output ports pass through the same box. It so happens that these situations only occur in networks larger than size $N=8$. The full details are presented in the Appendix.

The entries in Table III for the Generalized Cube network are calculated in a fashion similar to those in Table II. The derivation for each entry is given in the Appendix.

The "interchange box" implementation fault analysis for the Generalized Cube and ADM networks considers only the worst case; i.e., the entire box is faulty. Whether both paths are acutally blocked due to a single fault in a real implementation depends on the nature of the fault. Assume that one interchange box is implemented on a single integrated circuit chip. If two data lines internal to the chip and coming from the same input become shorted, this will have no effect on the other internal data path and it is not necessary to
assume that the whole interchange box has failed. On the other hand, a mechanical failure could affect enough of the chip to render the entire device unusable. From a reliability point of view, this analysis shows that the implementation in Fig. 9a (which corresponds to the network in Fig. 2) is to be preferred over that in Fig. 9b (which corresponds to the network in Fig. 6 ). Since the logic/pin ratio is roughly the same for both implementations, nothing is lost. However, the total component count will be higher, leading to a less physically compact implementation.

The robustness measures for the ADM network are equally applicable to all the data manipulator-type networks with individual switching element control since all the properties used to derive them apply to each of the networks. Similarly, all the measures for the Generalized Cube network are applicable to all the cube-type networks that have individual switching element control.

The results presented here are for the basic cube-type and data manipulatortype topologies. It should be noted that variations on these topologies which are more fault tolerant have been proposed [2, 12, 27].

The above analysis assumed that the failure of one component was independent of the failure of any other component. If all or a large part of one stage is implemented on a single chip, this assumption may or may not be valid. If it is not, then the networks can be reanalyzed using the techniques presented here to account for the new failure pattern exhibited.

## VI. Conclusions

This paper has examined two classes of multistage interconnection networks for use in parallel/distributed systems: the cube type and the data manipulator type. This was done by comparing a representative network from each class: the Generalized Cube and the Augmented Data Manipulator (ADM). This paper has attempted to quantify the differences in implementation costs by considering comparable implementation models for both networks. It was found that a discrete, circuit-switched implementation of the ADM network costs approximately $50 \%$ more than the same type of implementation of the Generalized Cube network. For discrete, packet-switched implementations, assuming the packet buffer cost dominates, the two networks cost about the same amount (ADM would be slightly higher). If the networks are to be constructed from VLSI chips, assuming the network's building block chips are to have nearly equal numbers of pins, the ADM network requires more than twice as many chips as the Generalized Cube.

Both networks can benefit from VLSI implementation. Each can be partitioned into complex building blocks that have higher logic/pin ratios than partitions of simple building blocks. Though the ADM building block requires more I/O ports on a chip than a Generalized Cube building block,
present and future predicted pin capacities are sufficient for the ADM network's needs. Using bit slicing, arbitrarily wide networks of either type can be constructed.

Using a graph model as a basis, two quantitative measures of comparative robustness were applied to the networks assuming they are used in MIMD or partitioned SIMD environments. Applying the measures to two different (functionally equivalent) implementations of each network under different faults it was found that the ADM network is always more robust. Using the first measure, the Generalized Cube network varied from having 1.14 to 6 times as many affected I/O ports due to a single failure as the ADM network. Using the second measure, in which some I/O ports are disabled, one implementation of the ADM network was shown to be able to fully support communication among the remaining enabled I/O ports.

In summary, a graph model has been used as a basis for quantifying the differences between cube- and data manipulator-type networks. Both implementation costs and robustness have been compared.

## APPENDIX: Derivations of Robustness Results

The following are derivations of each of the results in Tables II and III (excluding those already presented in Section V, B: the average number of affected I/O ports in the Generalized Cube and ADM networks when links or switches fail. Two different implementations and two different rules for disabling I/O ports are considered. Recall that a port is affected by a failure if it cannot send a message to all of the other ports or if it cannot receive a message from all of the other ports.
I. Rule 1: When a link or a switch fails, no I/O ports are disabled.
A. Implementation: Node $=$ Switch $(\operatorname{Arc}=$ Link $)$.

1. A single link fails. This case was considered in Section V of the text.
2. A single switch fails. Under this implementation there are $n+1$ columns of switches (see Figs. 3 and 5) so summations in the average are taken from 0 to $n$.
a. Generalized Cube

Starting at the failed switch, trace links and switches back to the input to determine the number of affected inputs. This number is $2^{n-i}$ if the failed switch is in column $i$. Using this same method, but tracing to the output, the number of affected output ports is $2^{i}$. The average number affected is thus

$$
\frac{1}{n+1} \sum_{i=0}^{n}\left(2^{n-i}+2^{i}\right)=\frac{2}{n+1} \sum_{i=0}^{n} 2^{i}=\frac{2(2 N-1)}{n+1} .
$$

b. Augmented Data Manipulator

The same reasoning discussed in the text (Section V) applies here. There are $2^{n-i}$ affected input ports and only 1 affected output port. The average is thus

$$
\begin{aligned}
\frac{1}{n+1} \sum_{i=0}^{n}\left(2^{n-i}+1\right) & =\frac{1}{n+1} \sum_{i-0}^{n} 2^{i}+1 \\
& =\frac{2 N-1}{n+1}+1=\frac{2 N+n}{n+1}
\end{aligned}
$$

B. Implementation: Arc $=$ Switch $($ Node $=$ Link).

1. A single link fails. This case is completely analogous to I.A. 2 above.
2. A single interchange box fails. The effects of this are determined by examining Figs. 1 and 6.
a. Generalized Cube

The effects of a failed interchange box in stage $i$ are determined by tracing both input links to the box back to the input and the two output links to the output. The number of affected input ports is $2^{n-i}$ and output ports is $2^{i+1}$. The average number affected is
$\frac{1}{n} \sum_{i=0}^{n-1}\left(2^{n-i}+2^{i+1}\right)=\frac{2}{n} \sum_{i=0}^{n-1} 2^{i+1}=\frac{4}{n} \sum_{i=0}^{n-1} 2^{i}=\frac{4(N-1)}{n}$.
b. Augmented Data Manipulator

In this implementation, the straight arcs (from Fig. 5) that are paired at stage $i$ (for the network in Fig. 6) are $p_{n-1}$ $\cdots p_{i+1} p_{i} p_{i-1} \cdots p_{0}$ and $p_{n-1} \cdots p_{i+1} \bar{p}_{i} p_{i-1} \cdots p_{0}$. The logical "distance" between these links is $2^{i}$. Thus, if $j=p_{n-1} \cdots p_{i+1} 0 p_{i-1} \cdots p_{0}$ is the address of the upper input to an "interchange" box in stage $i$, then $j+2^{i}=$ $p_{n-1} \cdots p_{i+1} 1 p_{i-1} \cdots p_{0}$ is the address of the lower input. For example, in Fig. 6, the second box from the top in stage 1 has inputs with addresses 4 and 6 . In binary the addresses are $p_{2} 0 p_{0}=100$ and $p_{2} 1 p_{0}=110$, respectively. Notice that each box has two other inputs from nonstraight links. To consider all of the inputs that possibly could be affected by the failure of a box with inputs $j$ and $j+2^{i}$ in stage $i$, trace links backward from each box input to the input of the network. The easiest way to do this is to use Fig. 5. Start with the nodes at levels $j$ and $j+2^{i}$ in column $i$. For the example above, these are
nodes 4 and 6 in column 1. Trace the three links backward to column $i+1$ and mark the appropriate nodes. Repeat the procedure for each marked node. There will be $2^{n-i}$ inputs marked in column $n$, so this is the upper bound on the number of affected inputs. For the example, nodes $0,2,4$, and 6 are marked in column 3 of Figure 5. This translates to inputs with these numbers in Fig. 6. None of the other inputs can be affected by the failure of this box because they have no physical connection to it. All of the marked inputs are affected. This is because any input whose low-order $i+1$ bits match either $j$ (bits $0 p_{i-1} \cdots p_{0}$ ) or $j+2^{i}$ (bits $1 p_{i-1} \cdots p_{0}$ ) will require straight connections in stages $i$ through 0 at level $j$ or $j+2^{i}$ when these inputs communicate with outputs $j$ or $j+2^{i}$. They will be forced to use the faulty interchange box in stage $i$. Calculation shows that there are $2^{n-i}$ addresses that meet this criterion so the number of affected inputs equals the upper bound.

To determine which outputs are affected requires two observations: (1) inputs that can reach output $j$ or $j+2^{i}$ of the faulty interchange box can only get to levels in stage $i$ of the form $j \pm b 2^{i} \bmod N, b$ any integer; and (2) regardless of the path taken in stages $n-1$ though $i$, when the path reaches the output of stage $i$, it must be less than a distance of $2^{i}$ (i.e., 0 to $2^{i}-1$ ) of the destination $D$. Observation (1) is a result of the fact that the inputs agree with $j$ in the $i$ low-order bits. In stages $n-1$ through $i$ the smallest increment by which a path can change levels is $2^{i}$. Thus all the levels it can get to in stage $i$ agree with $j$ in the $i$ low-order bits. Observation (2) is a result of the fact that the maximum distance stages $i-1$ through 0 can change a path is $\Sigma_{k=0}^{i-1} 2^{k}=2^{i}-1$.

Now consider five cases regarding the relationship between $D, j$, and $j+2^{i}$. First, note that any interchange box in stage $n-1$ that fails will affect all the outputs since none of them can receive messages from inputs $j$ and $j+2^{n-1}$. So, assume $i<n-1$.

Case $1 . D=j$. Output $j$ is the only output from the faulty box less than a distance of $2^{i}$ from $D$; therefore (as shown in the affected inputs analysis) inputs that agree with $j$ in the low-order $i$ bits cannot communicate with $D$.

Case 2. $D=j+2^{i}$. The argument is the same as for Case 1 ; thus $D$ is affected.

Case $3 . j<D<j+2^{i}$. The only outputs in stage $i$ less than $2^{i}$ from $D$ are $j$ and $j+2^{i}$. Thus both potential paths from an input that agrees with $j$ in the low-order $i$ bits must route through the faulty interchange box, so $D$ is affected.

Case 4. $0 \leq D<j$ (if $j=0=D$ see Case 1). If $D$ is a distance of $2^{i+1}$ or more from $j$, it is completely unaffected because there is no physical path from the faulty box to $D$. If $D$ is a distance of less than $2^{i+1}$ from $j$, the only outputs from the faulty box less than $2^{i}$ from $D$ are $j-2^{i}$ and $j$. One of the paths to output $j-2^{i}$ comes from the faulty box. However, it is known that there are at least two ways to get from an affected source to output $j-2^{i}$ in stage $i$ (which is input $j-2^{i}$ of the next stage, stage $i-1$ ). This follows from the facts that (1) there are at least two paths between every nonequal network input and output [28], and (2) the only way to reach network output $j-2^{i}$ from an affected source is to go through input $j-2^{i}$ from stage $i-1$ and then "straight" through the rest of the network. Therefore, there are at least two physical paths from an affected source to input $j-2^{i}$ at stage $i-1$. Thus, every affected input must be able to communicate with $D$ through the other path to input $j-2^{i}$ in stage $i-1$. Therefore, $D$ is unaffected.

Case 5. $j+2^{i}<D \leq N-1$ (if $j+2^{i}=N-1=$ $D$ see Case 2). This case is completely analogous to Case 4. If $D$ is a distance of $2^{i+1}$ or more from $j+2^{i}$ then it is completely unaffected. Otherwise, the only outputs in stage $i$ less than $2^{i}$ from $D$ are $j+2^{i}$ and $j+2^{i+1}$. Thus $D$ is unaffected.

To summarize, if $i=n-1$, two inputs and all $N$ outputs are affected. For $0 \leq i<n-1$, the outputs affected have an address $D$ such that $j \leq D \leq j+2^{i}$. There are $2^{i}+1$ such outputs. The inputs affected agree with $j$ in the low-order $i$ bits. There are $2^{n-i}$ such inputs. The average number of affected I/O ports is

$$
\begin{aligned}
& \frac{1}{n}\left[\sum_{i=0}^{n-2}\left(2^{n-i}+2^{i}+1\right)+N+2\right] \\
= & \frac{1}{n}\left[\sum_{i=0}^{n-2}\left(4\left(2^{i}\right)+2^{i}+1\right)+N+2\right]=\frac{7 N-8}{2 n}+1 .
\end{aligned}
$$

II. Rule 2: If a straight link or switching element at level $j$ fails, disable input $j$ and output $j$. If an interchange box with inputs $j$ and $k$ fails, disable inputs $j$ and $k$ and outputs $j$ and $k$.
A. Implementation: Node $=$ Switch $($ Arc $=$ Link $)$.

1. A single link fails.
a. Generalized Cube

When a straight link in stage $i$ fails there are $2^{n-i-1}-1$ affected inputs and when a nonstraight link fails there are $2^{n-i-1}$ affected inputs (since no ports are disabled). Similarly there are $2^{i}-1$ and $2^{i}$ affected outputs, respectively. The average is thus

$$
\begin{aligned}
& \frac{1}{2 n} \sum_{i=0}^{n-1}\left(2^{n-i-1}-1+2^{n-i-1}+2^{i}-1+2^{i}\right) \\
= & \frac{1}{n} \sum_{i=0}^{n-1}\left(2^{n-i-1}+2^{i-1}\right)=\frac{2 N-2}{n}-1 .
\end{aligned}
$$

b. Augmented Data Manipulator

If any straight link at level $j$ fails, the only output some of the inputs cannot communicate with is output $j$. Since it is disabled and it was the only affected output (see the discussion in Section V), none of the remaining enabled input or output ports is affected.
2. A single switch fails.
a. Generalized Cube

This case is similar to case I.A.2.a except that there is one less affected input and one less affected output. Also, the failure of a switch in column $n$ or 0 has no effect on any inputs or outputs. This is because when a column $n$ switch fails, any input other than the one entering that switch can reach all outputs. Similarly, when a column 0 switch fails, the only output that cannot be reached is the one attached to the failed switch. The average is thus

$$
\begin{aligned}
\frac{1}{n+1} \sum_{i=1}^{n-1}\left(2^{n-i}+2^{i}-2\right) & =\frac{2}{n+1} \sum_{i=1}^{n-1}\left(2^{i}-1\right) \\
& =\frac{2 N}{n+1}-2 .
\end{aligned}
$$

b. Augmented Data Manipulator

No input or output links are affected. The reasoning is similar to case II.A.1.b. If a switch at level $j$ fails, the
only affected output port is that connected to the faulty switch by straight links, namely, output $j$.
B. Implementation: Arc $=$ Switch $($ Node $=$ Link $)$.

1. A single link fails.

This case is completely analogous to case II.A. 2 above.
2. An interchange box fails.
a. Generalized Cube

This is similar to case I.B.2.a except that two less inputs and two less outputs are affected. Also, the failure of an interchange box in stage $n-1$ or 0 has no effect on any inputs or outputs. This is because when a stage $n-1$ box fails, any input other than those entering that box can reach all outputs. Similarly, when a stage 0 box fails, the only outputs that cannot be reached are those attached to the failed box. The average is thus

$$
\frac{1}{n} \sum_{i=1}^{n-2}\left(2^{n-i}+2^{i+1}-4\right)=\frac{2}{n} \sum_{i=1}^{n-2}\left(2^{i+1}-2\right)=\frac{2 N}{n}-4 .
$$

b. Augmented Data Manipulator

This is similar to case I.B.2.b except that two less inputs and two less outputs are affected. As in case II.B.2.a, the failure of an interchange box in stage $n-1$ or 0 has no effect on any inputs or outputs. Therefore, the average is

$$
\frac{1}{n} \sum_{i=1}^{n-2}\left(2^{n-i}+2^{i}-3\right)=\frac{1}{n} \sum_{i=1}^{n-2}\left(3 \cdot 2^{i}-3\right)=\frac{3 N}{2 n}-3 .
$$
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[^1]:    ${ }^{1}$ We first published this observation in October 1982, in the Proceedings of the Third International Conference on Distributed Computing Systems, in a preliminary version of this material. It was also discovered independently and published in [5].

[^2]:    ${ }^{a} P$ is the number of $1 / O$ ports per switching element, $W$ is the network path width, $D$ is the number of data pins per chip, and $n=\log _{2} N$.

[^3]:    ${ }^{a}$ All ports are considered. Node $=$ switch implementation corresponds to Figs. 3 and 2. Arc $=$ switch implementation corresponds to Figs. 1 and 6.

