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Abstract

Here we describe a problem class with combined architecture, plant, and control design for dy-
namic engineering systems. The design problem class is characterized by architectures comprised
of linear physical elements and nested co-design optimization problems employing linear-quadratic
dynamic optimization. The select problem class leverages a number of existing theory and tools and
is particularly effective due to the symbiosis between labeled graph representations of architectures,
dynamic models constructed from linear physical elements, linear-quadratic dynamic optimization,
and the nested co-design solution strategy. A vehicle suspension case study is investigated and a
specifically constructed architecture, plant, and control design problem is described. The result
was the automated generation and co-design problem evaluation of 4,374 unique suspension ar-
chitectures. The results demonstrate that changes to the vehicle suspension architecture can result
in improved performance, but at the cost of increased mechanical complexity. Furthermore, the
case study highlights a number of challenges associated with finding solutions to the considered
class of design problems. One such challenge is the requirement to use simplified design prob-
lem elements/models; thus, the goal of these early-stage studies are to identify new architectures
that are worth investigating more deeply. The results of higher-fidelity studies on a subset of high-
performance architectures can then be used to select a final system architecture. In many aspects,
the described problem class is the simplest case applicable to graph-representable, dynamic engi-
neering systems.

*Corresponding author.

Herber and Allison 1 of 23 MD-18-1711


https://doi.org/10.1115/1.4043312
mailto:herber1@illinois.edu
mailto:jtalliso@illinois.edu

(b) (d)

Fig. 1 Some vehicle suspension architectures: (a) canonical passive [4, 6]; (b) pure
active [2, 3]; (c) canonical active [5,15-18]; (d) active with dynamic absorber [2, 3]; (e)
an alternative active architecture.

1 INTRODUCTION

The design of vehicle suspensions has been of considerable interest ever since the invention of the
automobile. A suspension transfers forces in the system to provide a smooth ride for the passenger
and good handling characteristics among other objectives. Fundamentally, it is a type of vibration
isolator [1-3]. Different types of suspensions can typically be classified into the three categories of
passive [1-11], semi-active [3, 12-14], or active [2, 3, 15-18] depending on the external energy flow
into the system. There has been considerable research interest in analyzing and optimizing all types of
suspensions, particularly utilizing tools from dynamics and controls. However, much of this research
has focused on a select few canonical suspensions such as the ones shown in Figs. 1(a)-1(d). Here
we will consider architecture! changes in the suspensions, i.e., different components connected in new
ways such as the suspension shown in Fig. 1(e). Realizing new architectures is commonly presented as
synthesis. There have been many developments in the synthesis of passive vehicle suspensions [7—11],
but less attention given to active systems.

In one-dimensional suspension systems, an unsprung mass U with position zy is connected to the
road profile 9, typically through a parallel spring and damper that captures the tire dynamics. There is
also a sprung mass S with position zs. There will exist some mechanical path (known as the suspen-
sion) between S and U. The performance of a suspension system is then evaluated by observing the
dynamic behavior of both the sprung and unsprung masses with respect to road profile variations, and
several candidate performance metrics based on this behavior exist. This is a commonly-used simplified
treatment of the kinematics, but can only capture the performance metrics to certain degree of accuracy.

In addition to potential architecture design changes, we will consider design elements in both the
physical (or plant) and control design domains. Here plant variables are time-independent quantities
that relate to the physical embodiment of the suspension such as the stiffness of the springs or the
damping coefficient for the dampers. The control design is associated with the actuator force trajectories
(e.g., the force produced by component F in Fig. 1(b)) which are time-varying inputs to the system that
can regulate the dynamic behavior of the system.

This level of design freedom leads to a complex, challenging design problem that is typically not
treated in a systematic fashion in engineering design practice. Due to the large scope of the proposed
design study, many simplifying assumptions must be made to keep the problem tractable, but we need a
certain level of veracity such that it is still possible to reveal the desired design insights. This motivates

!Changes in the topology, configuration, or network are often-used, alternative terms used to describe the same type of
design decision.
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the use of a particular problem class of combined architecture, plant, and control problems that has
sufficiently developed theory and tools that can be leveraged to provide relatively efficient solutions.
This design problem class selected here is characterized by architectures comprised of linear physical
elements (LPEs) and nested co-design optimization problems employing linear-quadratic dynamic opti-
mization (LQDO); these concepts operate collectively, facilitating a relatively efficient solution strategy.
The problem class will be fully defined in the following section.

It has been observed by suspension design experts that even simple suspension models and studies
have had a “profound impact on the practical implementations some 15-20 years later [3]”. In addi-
tion, suspension design problems with similar design fidelity have proven to be an interesting area for
research in co-design (or combined plant and control design) [15—17]. These co-design studies consid-
ered a single architecture, which is typically the canonical active system in Fig. 1(c). It is important to
note that the purpose of the early-stage studies proposed in this article is not to supplant the detailed,
rigorous previous research, but rather seeks to identify new architectures that could be investigated in
the same level of detail that the few canonical architectures have received.

The contributions of this article are 1) the description of a problem class with combined architecture,
plant, and control design with structure that can be exploited; 2) a trilevel solution strategy for problems
in this class combining a number of solution techniques; and 3) a engineering case study on the design of
vehicle suspensions illustrating the problem class. The remainder of this article is organized as follows.
Section 2 discusses some important considerations when dealing with combined architecture, plant,
and control design problems. Section 3 outlines the considered problem class and proposed solution
approach. Section 4 describes the set of candidate vehicle suspension architectures. Section 5 details
the combined architecture, plant, and control vehicle suspension design problem formulation. Section 6
presents the results of the case study and, Sec. 7 continues the discussion on the problem class, solution
methods, and vehicle suspension design problem. Finally, Sec. 8 provides the conclusions.

2 CONSIDERATIONS FOR A PROBLEM CLASS WITH COMBINED AR-
CHITECTURE, PLANT, AND CONTROL DESIGN

Since the proposed level of design freedom leads to a complex, challenging design problem, we first

list some important considerations. Addressing these comments will eventually facilitate the study of

different vehicle suspensions.

1. Meaningful candidate architectures can readily be generated; this is typically handled by defining
suitable components that can be connected together in meaningful ways.

2. Given some representation of an architecture, a model can be automatically constructed that captures
its dynamic behavior.

3. The components are defined at an acceptable level with respect to modeling and design while pre-
ferring computationally inexpensive embodiments.

4. The evaluation of a candidate architecture’s performance is possible and efficient.

5. Since we are considering dynamic systems, it is preferred that the generated model provides an
explicit state derivative function to facilitate the use of a variety of solution methods.

Now, we can discuss how systems with LPEs, LQDO, and nested co-design at least partially address

these considerations.

2.1 Linear Physical Elements

A useful framework for describing LPEs is bond graph modeling with power port nodes (or simply
power nodes) [19]. Power nodes are characterized by constitutive parameters and follow some consti-
tutive relation (typically a fundamental physical law). They can be classified as source nodes (Se, Sf),
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Table 1 Some bond graph modeling analogies.

Linear Mechanical

Label Intuitive Topology Preserving Electrical Hydraulic
Se Force Velocity Voltage Pressure
Sf Velocity Force Current Volume
C  (Spring Constant)™! Mass Capacitance Storage
/ Mass (Spring Constant)™! Inductance  Fluid Inductance

R Damping Constant  (Damping Constant)™!  Resistance  Fluid Resistance

storage nodes (C, /), resistive nodes (R), reversible transducers (TF, GY'), and junction nodes (0, 7).
Some analogies for these power nodes in different energy domains are listed in Table 1. An example
of a TF (transformer) is a lever, gear, or hydraulic cylinder. The GY (gyrator) typically describes the
conversion between energy domains, such as with an electrical DC motor or mass accelerometer. The
O-junction is analogous to Kirchhoff’s current law and the 7-junction is analogous to the voltage law
in electrical systems. With these elements, many (multi-domain) engineering systems with mechanical,
electrical, hydraulic, magnetic, etc. elements can be modeled to some degree. For more details on bond
graph modeling, see Refs. [19-21].

The key property for systems represented by bond graphs with linear time-invariant elements is that
the equations of motion can be represented as a linear descriptor model [22,23]. 1If we denote the set of
all constitutive parameters for a particular bond graph as p, the dynamic model is of the form:

E(p)¢ = A(p)¢ + B(p)s (1)

where £ are the states, s are the sources, F is the descriptor matrix, A is the state matrix, and B is
the input matrix. The matrix F is invertible if there are no algebraic loops in the system [19,22, 23].
Here we assume that all algebraic loops are appropriately removed (e.g., see Ref. [22] or the modeling
approach used below) so that we have an explicit first-order ordinary differential equation (ODE).

We will also utilize the notation of outputs y to capture certain dynamic quantities in the architec-
ture. As long as the desired outputs (e.g., acceleration of S or position of the U) are a linear combination
of the states and sources, then we can obtain a linear output equation in the standard state-space repre-
sentation:

y=C(p)¥¢+ D(p)s 2

where C' is the output matrix and D is the feedthrough matrix.

Now, the architecture-related design decisions will include what power nodes to include in the sys-
tem and their connections, satisfying consideration 1. Therefore, an architecture is a (bond) graph, and
each architecture may have different p-dependent matrix forms and states. Some of the constitutive
parameters will be the plant design variables, such as the stiffness coefficient of the spring component.
Hence, the matrices in Egs. (1) and (2) will depend on both plant variables and any other fixed con-
stitutive parameters, denoted p;. The control decisions will come in the form of certain source types.
The sources may also be used to add various disturbances to the system. Since bond graph models and
optimization with respect to constitutive parameters and source inputs are commonly accepted, we can
satisfy consideration 3 to a certain degree.

Utilizing architectures consisting of LPEs permits the use of a number of available tools for auto-
mated model creation, which are needed to satisfy consideration 2. For general bond graph models, tools
such as MODELICA [24] and MTT [25] are available. However, it was found to be challenging to obtain
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Fig. 2 Different representations of the canonical active suspension architecture in
Fig. 1(c): (a) undirected labeled graph; (b) SIMSCAPE/SIMULINK model.

the explicit ODE representing the dynamics (consideration 5). To obtain the desired models, code was
developed that takes the chosen graph representation of the architecture and constructs the appropriate
SIMSCAPE/SIMULINK model with all components placed and input/output nodes defined [26]. This is
illustrated in Fig. 2 for a canonical active architecture. With generated SIMSCAPE/SIMULINK model,
the derivative and output functions can be generated through linearization?, which exactly represents
the considered architectures [27].

2.2 Linear-Quadratic Dynamic Optimization

Consider the following finite horizon, continuous time dynamic optimization problem with linear con-
straints and a quadratic objective form:

1 T
min fto [['Z] L Z w7 Z]+CL)dt+--~ (3a)
)| &(n) T [S(fo)
[s(tf) M [ﬁ(tf) T g T m (3)
subjectto: & = A+ Bu+d (3¢)
01€ + Cz’u < C3 (3(1)
@1§(10) + P2§(15) < 3 (3e)

where ¢ € [1y, 7] is the time continuum; w are the open-loop controls (OLCs); Egs. (3a), (3¢), and (3d)
contain the potentially time-varying matrices {L,l,c;, A, B, d, C;}; and the matrices { M, m, ¢y, ¢;}
in Egs. (3b) and (3e) are time-invariant. This particular optimization problem, known as an LQDO
problem, can be approximated as a finite-dimensional quadratic program (QP) using direct transcription
methods [28]. Under certain conditions, the QP is convex and efficient to solve for even large systems
and the global optimal solution for u (and &) with respect to the discretization is guaranteed. Therefore,
utilizing the LQDO form helps satisfy consideration 4. While Prob. (3) is only a subclass of general
LQDQO, it is suitable to represent the problems of interest here and the more general form presented in

2However, the linearization procedure is relatively expensive at ~0.5 s, and must be run for every change in the plant vari-
ables. More efficient options are being investigated such as tools available for electrical networks leveraging the electrical-
mechanical analogies.
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Ref. [28] is what we define as the LQDO problem class.

2.3 Nested Co-Design Solution Strategy

Consider the following general co-design problem:

min  ¥(x,, x.) (4a)
subjectto: g,(x,) <0, gi(t,z,,x.) <0 (4b)

where x,, are the plant variables, x. are the control variables, ¥(-) is the general objective function,
and g represent general constraints. Constraints g, capture the time independent, plant-only constraints
while g; captures all time, control, and state dependent constraints including the dynamics.

Two common methods for solving co-design problems are the simultaneous and nested solution
strategies [15,29,30]. In the simultaneous approach, we seek a feasible minimizer while simultaneously
modifying both x, and x.. To define the nested approach, we first consider the set of feasible control
designs given candidate plant :c; with respect to g;:

Qi) = {x. : git, ), x.) < 0] (5)

Then the nested strategy proceeds through a two-level optimization scheme where an outer loop opti-
mizes with respect to the plant variables and an inner loop optimizes with respect to the control variables
for a given plant design:

z, = argmin (¥(z,, I(x,)) : go(x,) <0} (outer) (6a)

I(a:;) = arg n;i.n {‘P(w;, x.) . T € Q,»(ac;) } (inner) (6b)

where the mapping J : x, — x. must exist for all considered values of x, for the simultaneous and
nested approaches to be equivalent [29,30].

The key advantage of the nested approach is that different optimization methods can be utilized in
the inner/outer loops. Therefore, the partitioning of the inner/outer loops can be justified if there are
efficient methods that cannot be leveraged using the simultaneous form. In fact, a co-design problem
with LPEs and OLCs variables can be formed such that the inner-loop problem is an LQDO problem
(and the simultaneous form would need to be at least bilinear). This is due to the fact that for fixed
values of p, Eq. (1) with invertible F is in the appropriate form for Eq. (3c) in LQDO. A number of
studies have shown the benefits of the nested strategy when an efficient inner-loop solution method is
available [30-32], and utilizing nested co-design helps satisfy consideration 4. Additionally, since co-
design problems are potentially nonconvex, we can now focus our global search efforts only in the outer
loop with respect to the plant variables since the inner loop is convex.

3 PROBLEM CLASS DEFINITION AND SOLUTION APPROACH

We now will formally define the problem class of interest and the proposed solution approach.
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3.1 Problem Class Definition

We would like to solve architecture design problems posed as combinatorial optimization problems of
the following form:

min ¥ = Wy(a) + Py (X,(a), X(a)) (7a)
subjectto: a € ¥, (7b)

where a is an architecture and 7, is the set of feasible architectures. ¥, is the architecture-only objective
function while W, is the general co-design objective function that includes dependence on the plant and
control design. This dependence is represented by the mapping functions X, : @ — @, and X, : a — u’
between the architecture and the optimal plant and OLC design variables for a soon to be specified co-
design problem. The fixed constitutive parameters py may also depend on a and can be included in ¥,
but are omitted for brevity.

A fair comparison between architecture candidates requires knowledge of the best possible perfor-
mance for each candidate architecture. To determine the value of ¥,; we must solve a suitable co-design
problem of the following form:

'y
g Wom [ Ga)are 5
MY (y(o), y(ty), <) (8b)
subject to: [5 =N (t, & u, a:p)](i) (8c)
gV (t,y, :cf,j)) <0 (8d)
where: y=1y (t, €0 u, :1:;,’)) (8e)

where £ is the running cost, M is the terminal cost, f is the explicit state derivative function, g are
the inequality constraints, O indicates a problem formulation element appropriate for the ith candidate
architecture from Prob. (7), y are the architecture-dependent outputs in Eq. (2), and the superscript N
indicates a particular problem class that the problem elements must be in. Here we consider N as the
LQDO-amenable co-design problem class based on the considerations in Sec. 2.
Definition 1. A co-design problem is said to be an LQDO-amenable co-design problem if for fixed
values of x,, all problem elements are within the LQDO problem class in Sec. 2.2.

To ensure that Eq. (8c) satisfies these conditions, the models of the architectures must be constructed
from LPEs (see Sec. 2.1). With the problem class defined, we can now describe the trilevel solution
strategy.

3.2 A Trilevel Solution Approach

Consider the following definition of an optimal solution to a combinatorial optimization problem.
Definition 2. Solution a* € F, is an optimum solution of Prob. (7) if ¥(a*) < Y(a) for all a € F,,.
Unlike some combinatorial optimization problems, such as the traveling salesman, knapsack, assign-
ment, or vertex coloring problems [33], there are limited exact or approximation algorithms that are
suitable for the selected problem class. This might be due to the fact that although architectures are
defined by graph-theoretic concepts, their performance is not. Until such solution approaches exist,
the only way to guarantee that you find the optimal architecture is to evaluate all feasible architectures.
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Fig. 3 The proposed trilevel solution strategy for combined architecture, plant, and
control design of a dynamic system.

However, such an approach is only suitable for problems of a certain size, and this idea is discussed
further in Sec. 7.

The proposed solution approach treats each design domain modularly to leverage existing theory
and tools that provide relatively efficient solutions and address the aforementioned considerations. This
leads to the trilevel solution approach, where each design domain is a level, and is illustrated in Fig. 3.
Here, we term the combined architecture, plant, and control design problem as an APC problem. Each
one of the three levels is now described.

3.2.1 Architecture Design: Level A.

The topmost level is responsible for taking the problem definition, a user-defined component catalog,
and network structure constraints and providing candidate architectures for the other levels.

Here we will use undirected labeled graphs to represent candidate architectures [33,34]. The differ-
ent labels in the graphs will correspond to the power nodes in Sec. 2.1 or superelements (some subgraph
of power nodes) [19-21,28]. There is a strong resemblance between the equivalent bond graph or block-
diagram model (such as a SIMSCAPE/SIMULINK model). For example, compare Figs. 2(a) and 2(b) for
a specific suspension architecture. Some advantages of using a labeled graph representation are that
labels can be used to represent a variety of concepts and existing graph theory and tools can be utilized.

Working with undirected labeled graphs, the brute-force generation procedure described in Ref. [34]
will be used to produce an enumeration (or complete listing) of all the feasible architectures in the
considered feasible space. This approach utilizes a perfect matching-inspired algorithm where all ports
(or potential connections) of every component (or vertex in the graph) are connected to exactly one other
port [34,35]. In the worst case scenario, the growth of the number of graphs (architectures) is (N — 1)!!
where N is the total number of ports and (-)!! represents the double factorial function. However, this
bound is extremely conservative as many of the generated graphs are isomorphic (not unique) or do
not satisfy network structure constraints (NSCs). Satisfaction of all NSCs defines the feasibility for a
particular graph and the set ¥, [34,36]. Many enhancements to the original approach in Refs. [34,37]
have been made in Ref. [38], further leveraging the structure of the enumeration task and allowing
reasonably large graph structure spaces to be enumerated.

The required information for this approach is the following designer-defined elements:

e ( is the label sequence representing distinct component types
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Fig. 4 Vehicle suspension architecture design domain.

e Pis a vector indicating the number of ports for each component type
® (Ruin, Rmax) are a vectors indicating the minimum/maximum number of replicates for each compo-
nent type; R is the collection of both vectors
The collection (C, R, P) is termed the component catalog.

3.2.2 Plant Design: Level #.

The next level takes the candidate architecture and performs the outer-loop co-design tasks for the
plant design [30]. The automated model generation procedure described in Sec. 2.1 and shown in
Fig. 2 creates a suitable model. Then the appropriate optimization problem in the form of Prob. (6a)
is automatically created and solved. Since this type of problem can be nonconvex (see Sec. A), global
search algorithms are utilized to help improve the confidence of finding the true optimal solution.

3.2.3 Control Design and Dynamics: Level C/D.

This deepest level takes the model and candidate plant and formulates the appropriate LQDO problem.
Note that the number of times Level C/D is solved is much greater than Level $, which is also solved
for many times in Level A for different candidate architectures. Successfully solving a Level C/D
problem provides both the optimal control and dynamics, thus, providing a evaluation of ¥,. Here
we will utilize the MATLAB code available at Ref. [39] for solving the LQDO problem using direct
transcription methods [28]. The code utilizes a structure-based description of the optimization problem,
which makes it relatively straightforward to handle a varying number of states and controls along with
the output definitions [28].

4 SPECIFICATION OF THE CANDIDATE VEHICLE SUSPENSION ARCHI-
TECTURES

Here we will use undirected labeled graphs to represent candidate vehicle suspension architectures as
described in Sec. 3.2.1 [34].
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4.1 Component Catalog Specification

The component catalog will be the similar to the one used in Refs. [34,38]:

C={SUMKBFPP} (9a)
Ryn=[1 1000 1 0 0 (9b)
RmaX:[l 122212 2] (9¢)

P:[11122234] (9d)

The region between S and U is termed the suspension strut [8, 10, 11] and is the location where the
additional components may be included in the suspension system. The fixed arrangement of certain
components in the problem is frequently called the template graph [28]. Both are represented in Fig. 4.
Each of the component types fits within the bond graph modeling paradigm: {S, U, M} are /-type storage
nodes, K is a C-type storage node, B is a subsystem containing a spring and damper (R-type node) in
parallel® (see Fig. 4), and F is an Se-type effort source. The remaining component types represent
1-junctions with differing numbers of ports.

The selection of the component types and their model was based on observations on the components
that have been commonly used in different suspensions. The required components are (S, U, F), so we
are considering active suspensions only. The maximum number of replicates for the other component
types was selected based on what is reasonable for enumeration as well as being able to explore a rea-
sonable space of novel suspension architectures. Other template graphs have been considered including
a predetermined static stiffness between S and U [9]. Another commonly considered component is the
mechanical inerter (a 2-port, ungrounded mass component [7, 8, 10]). This component can be included
in future component catalogs as it is a LPE.

4.2 Network Structure Constraints

All the NSCs for this problem are listed in Ref. [34]. Here we summarize only a few of the more
important ones:
e Each included component must have unique edges in the graph (i.e., no multi-edges).
e A mechanical path between the U and S must be present and this path cannot only contain P-type
components.
e Certain component types should not be connected together (e.g., U—- S, K- K, or P— P).
e Only consider a specific ordering of the series connections because permuting them results in an
equivalent model (e.g., K— Band B — Kin series are physically equivalent).
e Component F must be connected to two different P except for the canonical active suspension to
prevent some modeling issues (see Sec. 5.3), and this NSC could be removed when the internal
positioning constraints are properly included.

4.3 Architecture Cost Metric

The architecture-only objective function term considered here is the sum of the additional physical
components (i.e., all components except S, U, and P):

VY, =w,N,. =w,(ny+ ng+ 2ng+ ng) (10)

3The additional spring is a ‘centering spring’ that ensures that all points in the suspension are determinate in the steady
state [40].
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where w, is the weighting coefficient. This is just one metric for attempting to account for the com-
plications that can occur from an increased mechanical complexity of the system (e.g., monetary cost,
reliability, and other design challenges).

5 ARCHITECTURE-DEPENDENT CO-DESIGN PROBLEM

The co-design problem can be posed through the outputs, dynamics, objective, and constraints. The
forms of these problem elements are consistent across the different candidate architectures, but their
specific realization will be architecture dependent.

5.1 Dynamic and Output Equations

A number of outputs are needed to realize the desired co-design problem:

.
y=[zu, zs, Zs, Fo zr zg, ZI(] (11)

namely, the unsprung mass position, sprung mass position, sprung mass acceleration, actuator force, ac-
tuator position, ng) B-type component positions, and ng) K-type component positions. The two sources
or inputs are the force trajectory of the actuator F' and the road velocity profile 0. Then the dynamics and
output equations generated from the linearization of the programmatically-created model as described
in Sec. 2.1 will have the following form:

£ = A¢ + BF + Bs$ (12a)
y = C¢&+ DsF + D35 (12b)

noting that the matrices are dependent on the plant variables and problem parameters.

5.2 Objective

The co-design objective function will be the sum of several common performance metrics:

1f
W, = f (w1 01 = 6)” + way3 + wayg) dt (13)

fo

where the term w; (y; — 6)* captures the handling performance, w»y3 represents the passenger comfort,
and wsy; control effort objective (see Refs. [15-17]). Combining Eqs. (12b) and (13) results in an
LQDO objective function [28].

5.3 Constraints

Next, the states of the system are initialized to their zero equilibrium position with the following simple
bound constraint:

£7(t) = 0 (14)

To ensure that the separation between the sprung and unsprung masses remains tolerable, the fol-
lowing rattlespace constraint is necessary [3,4, 15,17, 18]:

|r| = |y2_yllsrmax (15)
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Table 2 Co-design problem parameters.

Parameter Value Parameter Value
tp Os Iy 3s
Mmin 1072 kg Mmax 10! kg
bynin 102 Ns/m brax  10° Ns/m
kmin 10> N/m kmax  10° N/m
Fmax  0.04 m Smax 0.04 m
my 65kg mg 325kg
w;  10° s7'm™ k, 232.5x10° N/m
w, 0.5s’m™ b, 0Ns/m
wsy 107 s7IN72

This constraint can be converted into two linear constraints [28]. The LQDO problem class can readily
handle linear inequality constraints unlike other solution strategies [17,28]. Similarly, stroke constraints
are included on the 2-port components {F, B, K} to ensure that their travel is within a tolerable level:

(16a)
(16b)

|y5| < Smax
ol < Smax G = Loonf) +n)
Internal positioning constraints (i.e., constraints that ensure that all internal positions between U and S
are properly ordered and between these masses) should also be included, but is currently left as future
work. These constraints are essential when Fis included in an architecture since the model for Fignores
the velocity across it. To facilitate an easier visualization of the stroke constraints, we denote the largest
magnitude all the stroke constraints as S (7).
All the previous constraints are necessary for the inner-loop problem using the nested co-design

strategy. The outer-loop specific plant constraints are simple bounds on the linear coefficients [5,15,16]:

Mpin < m; < Mipax J= 1, .. ,ns,il) (1721)
Bin < bj < Doy j=1,...,n (17b)
Kunin < kj < kinax j=1,...,n" (17¢)

where the subscripts (m, b, k) indicate the additional mass, damper, and spring plant variables in the
candidate architecture. While we are only using simple bounds in for the plant-specific constraints, a
more comprehensive plant design formulation can be included in an LQDO-amenable co-design prob-
lem [28,31]. For example, we could instead design the springs based on their geometry [17,41].

6 CASE STUDY RESULTS

The problem parameters used in this study are shown in Table 2 and many are based on the study in
Ref. [17]. A rough road input from Refs. [6, 17] was used. With the component catalog and NSCs
described in Sec. 4, there are 4,374 active suspension candidate architectures. For each of these sus-
pension candidates, the optimal performance was determined by solving an automatically generated
co-design problem specific to the candidate architecture. A number of software tools are linked in
MATLAB in order to perform this task (and the code is available at Ref. [26]). The list of suspension
architectures/graphs is generated using the code available in Ref. [37] as discussed in Sec. 3.2.1. Since
the determination of the performance for each architecture can be completed independently, this task
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Fig. 5 Summary of the results for 4,351 candidate suspensions.

is parallelized. The SIMSCAPE/SIMULINK dynamic models are automatically constructed and updated
using custom code as discussed in Sec. 2.1. A combination of global (patternsearch with global
search options) and local (fmincon) search algorithms are used to find solutions to Level #. Finally,
the Level C LQDO problem is solved using the code available at Ref. [39] as discussed in Sec. 2.2.

The results are summarized in Fig. 5 for 4,351 architectures. In Fig. 5(a), we see a large distribution
for the performance results, including a select few that perform extremely poorly. For sixteen of the can-
didates, a feasible co-design solution could not be determined, but a more exhaustive search may lead to
feasible solutions for these architectures. For seven of the architectures, the internal position constraints
mentioned in Sec. 5.3 (which were not included in these results) were violated to an unacceptable degree
producing unrealistically low values for ¥,;, and therefore were removed from the results. Now, shown
in Fig. 5(b) are the architectures stratified by the mechanical complexity metric in Eq. (10). In general,
we observe that increasing the number of components can improve performance, but this trend only
holds up to a certain point where additional complexity does not lead to better performance. However,
there still are a large number of candidate architectures with large N, that perform poorly. The complete
set of results can be used to help determine if the increased mechanical complexity of a new candidate
architecture is worth the performance improvement.

The results for a few candidate suspensions are shown in Table 3 and Figs. 6-11, including the
pure active and canonical active suspensions. The best performing architecture with N. = 3 is shown
in Fig. 8, and is decidedly different than the canonical active architecture having the same number of
components. In Fig. 9, the best performing architecture with N, = 4 is shown. It is comprised out of
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Table 3 Objective function, plant design, and maximum force for select suspensions.

Figure Y, handling comfort effort ky ky k3 by m m, max(F)

Fig.6  2.32 1.00 042 0.89 - - - - - - 528
Fig.7  2.07 0.89 053 0.65 21.3 - - 319 - - 433
Fig.8 091 0.51 0.13 0.27 14.1 - - - 38 - 265
Fig.9 0.70 0.39 001 030 43 13.0 — - 5.7 - 317
Fig. 10 0.52 0.30 0.07 0.15 383 11.7 - 2.8 10.0 250
Fig. 11 0.45 0.24 0.02 020 141 158 46 100 89 2.2 409
* All k£ have units of kN/m, b have units of Ns/m, m have units of kg, and F have units of N.
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Fig. 6 Results for the pure active architecture (V. = 1): (a) architecture; (b) positions;
(c) control; (d) rattlespace and stroke limits.
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two springs and one additional mass and resembles the dynamic absorber architecture in Fig. 1(d). The
primary difference between these architectures is that the force actuator is attached to the additional
mass rather than between U and S. Finally, the best architectures for N. = 5 and N, = 7 are shown in
Figs. 10 and 11, respectively. The best architecture for N, = 6 is not shown as there is no performance
improvement over a less mechanically complex architecture.

Comparing the performance measures, the value of ¥, is much lower for the other architectures
than for the canonical active suspension (4.6x lower in Fig. 11); thus there seems to be a large amount
of improvement available if we consider architecture changes in the vehicle suspension domain. Quali-
tatively observing the position profiles of zy and zg in Figs. 6-11, we see a general smoothing of zg as
well as a better agreement between ¢ and zy for the suspensions with a lower value of ¥,. For all the
shown architectures, except the canonical active, the stroke limit is reached during some part of the time
horizon, hence the value of the stroke inequality constraints in our problem formulation. The individual
parts of the objective function in Eq. (13) are also shown in Table 3. While Fig. 9 has the lowest overall
objective function value, Fig. 9 has the lowest comfort objective part and Fig. 10 has the lowest control
effort objective part of the shown architectures. Determining the solution to multiobjective problems
will add further complexity to the design problem formulation and increased evaluation cost. It is up
to further design activities to determine if the identified suspensions can satisfy other necessary design
requirements that we have not considered here.

Many of the architectures have issues related to the internal positioning constraints, and thus, are
not physically realizable. One of these architectures is shown in Fig. 10, where the relative positions
of the springs switch during the time horizon. The primary cause of this issue is the ideal force source
model for F, but other factors such as low spring stiffness can also cause overlapping elements in the
suspension. Such issues with the modeling of the system were only identified during the analysis of the
preliminary results. Performing this kind of architecture study can reveal representation and modeling
issues that are not necessary to consider when only operating on the canonical architecture realizations.

The results were obtain using a computer with an Intel Xeon Gold 6130 CPU @ 2.10 GHz, 64 GB
DDR4-2666 RAM, WINDOWS 10 64-bit, and MATLAB 2018a. The total time needed to generate all
4374 graphs was 0.15 hr. The average time to solve the co-design problem for an single architecture was
0.8 thread-hr (and a total of 73.1 hours using 48 threads). As noted previously, evaluating the co-design
problems is an easily parallelizable task so multiple machines or a cluster could be used to decrease the
absolute computation time.

7 DISCUSSION

There are some notable differences between the considered vehicle suspension design methodology
and passive vehicle suspensions synthesis methods mentioned in Sec. 1. The primary difference is the
modifications required when dealing with an active versus passive system. The evaluation of passive
systems lends itself well towards analysis in the frequency domain [7-11]. However, time-domain
methods are required when the path constraints in Eq. (3d) are necessary, which are required when F is
present. Furthermore, time-domain methods are effective when LQDO with open-loop control is prefer-
able to determine the system performance limits or insights into the final control-system embodiment.
Frequency-based metrics, such as suspension quality and control input spectral density, are applicable
to active suspensions but require assumptions on the control scheme such as linear feedback [15, 16].
Frequency-domain methods have a considerable number of advantages including the ability to cap-
ture effectively general properties of the system over a variety of conditions. In addition, there is
extensive existing theory available for such systems that integrates well into the control design phase.
A number of authors working with passive suspensions have focused on synthesis through the realiza-
tion of real-rational functions of a certain degree [7, 8, 10]. Under certain assumptions, methods from
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electrical circuit synthesis such as the Brune or Bott—Duffin methods can construct a passive, lumped
network that matches the desired transfer function [8, 42]. However, these methods can have issues
with non-minimality and can require ideal transformers (levers in the mechanical system) [11,43]. Spe-
cific architectures have been identified that facilitate design activities around more useful architectures
(without transformers), but they are limited in complexity and not all forms can be realized [43].

In summary, the traditional frequency-domain synthesis approaches are limited in their ability to
minimize complexity and generalize to new synthesis problems. The component catalog approach in
Eq. (9) and general graph-based representation of the architectures from Ref. [34] provides a designer
with the freedom to control directly the contents and complexity of the candidate architectures. This
includes components selection, number of P-type components, and many other network-based metrics.
Most of the previous suspension synthesis approaches allow only inerters, not general 1-port mass com-
ponents, so the dynamic absorbers from Fig. 1 would not be obtainable. If we remove the requirement
that F is present in all candidate architectures, we can also synthesize passive suspensions. In general,
we are now constrained to the allowable graphs versus the allowable transfer functions.

There are other advantages of the proposed approach from a design problem representation view-
point. The proposed design optimization framework allows for more desirable parameterization of the
plant design. For example, we can readily include direct bounds on all of the components such as in
Eq. (17) or even more general parameterizations such as the geometry of the spring [17]. Other relevant
factors, such as cost metrics, can also be considered in the co-design problem.

Switching to the general design methodology, the area of hybrid electric vehicle powertrain design
has investigated APC problems [44,45]. In Ref. [44], the authors propose a similar trilevel solution
approach, but their work focuses on the challenges specific to their application area rather than the
domain-agnostic view taken here. Here, the goal is not to define and solve general APC design prob-
lems but rather a specific form where effective tools/methods are available and are relevant to design
engineers (such as the presented vehicle suspension case study). Defining an optimization problem
class in this manner based on available solution methods is not uncommon. Dynamic optimization
with either LQDO or the nonlinear form is a prime example where discussing the tradeoffs between
the linear and nonlinear forms is critical because of the effective solution strategies. Understanding
if your design goals are met by a particular problem class is up to the designer as there are tradeoffs
between problem efficacy, computational cost, and more. In many aspects, the described APC problem
class captures the simplest cases applicable to graph-representable, dynamic engineering systems. Even
small deviations from the proposed problem class could result in rampant growth in its evaluation cost.
In contrast, there may be alternatives to the proposed trilevel solution approach that could prove to be
more computationally efficient or generally applicable. Some of these variations are now described.

The nonlinear constitutive relations can be captured by the enumeration approach in Ref. [37] as-
suming models can be appropriately constructed from undirected edges. A key consideration is still
the need for an explicit derivative function (consideration 5). Constructing a simulation-based model is
typically not satisfactory for many of the numerical methods needed to efficiently solve the co-design
problem [46]. An example of an alternative graph-based modeling approach is presented in Ref. [47]
and is applicable to fluid-based thermal systems. Given a graph-based architecture specification, the
explicit bilinear derivative function can be constructed (so these models do not fit within the purview of
LQDO). OPTIMICA is another tool that may facilitate modeling and optimization for the problem class
of interest [48].

If we instead require general co-design problems for Prob. (8) rather than LQDO-amenable co-
design problems, the simultaneous co-design strategy could be more efficient in some cases, and may
avoid potential infeasibility issues associated with 7 [30]. There are a number of tools available to solve
the resulting nonlinear dynamic optimization such as GPOPS-II [49]. There are also many interesting
architecture design problems without plant or control systems, such Levels A/P for passive analog
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circuit synthesis [28] or Levels A/(C/D) for fluid-based thermal circuits [50].

In Level A, there are a number of alternatives to the brute-force generation procedure used here
including constraint logic programming and other custom algorithms [51-55]. There are also alterna-
tives to enumeration. Semi-optimal, heuristic-based methods for solving the combinatorial problem
have included graph grammars [56], A-design [57], evolutionary computation [58, 59], simulated an-
nealing [60], or machine learning techniques [61]. If enumeration is not possible, then these methods
could be effective alternatives. Going beyond enumeration is essential for attempting to find solutions
to large APC problems.

With some of these approaches, both architecture and plant design can be solved for simultane-
ously [58], although some argue in favor of the nested approach for certain problems [59]. In the hybrid
electric vehicle design, many argue for the nested approach in their co-design problems [44,45].

8 CONCLUSION

In this article, a problem class with combined architecture, plant, and control design was described.
Achieving successful design automation in this class of problems requires adequate theory and tools
to support such considerable scope and complexity. The select problem class leverages a number
of existing theory and tools and is particularly effective due to the symbiosis between labeled graph
representations of architectures, dynamic models constructed from linear physical elements, linear-
quadratic dynamic optimization, and the nested co-design solution strategy. However, even with the
proposed problem structure, there will continue to be challenges associated with the combinatorial na-
ture of the architecture design, nonconvexity and feasibility of general co-design problems, and infinite-
dimensional nature of dynamic optimization problems.

A combined architecture, plant, and control design problem in the described problem class was
posed for a vehicle suspension application, and is an area where a limited set of active architectures
have been considered previously. All 4,374 candidate suspensions were evaluated through an automat-
ically constructed co-design problem. The results demonstrated that changes to the vehicle suspension
architecture can result in improved performance, but at the cost of increased mechanical complexity.

It remains future work to study the effectiveness of the proposed approach including inerters for
passive vehicle suspension synthesis and compare the results to some of the existing literature [7—11].
Moreover, there are a number of improvements that can be made to the problem formulation. The inclu-
sion of the internal positioning constraints is essential to ensure that many of the results are physically
meaningful. Multiple road inputs can also be considered simultaneously to give a better representation
of all the environments in which the suspension will need to function as well as sensitivity to other
problem parameters. Finally, frequency domain properties, such as suspension quality spectral density
and control energy spectral density, could also be utilized for a more effective problem formulation [15].
Such design formulation advancements could push the direct outcomes of additional APC design stud-
ies towards novel and realizable vehicle suspension systems.
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A LEVEL # CONVEXITY OF THE VEHICLE SUSPENSION CO-DESIGN
PROBLEMS

10°

10% 10° 10* 10° 102 10! 100 10!

b1 (Ns/m) my (kg)
(a) (b)

Fig. 12 The objective-plant space for two candidate architectures with two plant vari-
ables with the minimum marked with a circle: (a) convex behavior for Fig. 7(a); (b)
nonconvex behavior for Fig. 8(a).

As described in Ref. [29] and explicitly shown in Ref. [30], even simple co-design problems can
have nonconvex outer loops. Understanding the nature of the nonconvexity in a particular optimization
problem can provide much guidance when seeking global solutions. Due to the nature of the described
APC problems, entire sets of co-design problems need to be accounted for in order to develop an
effective automated optimization procedure in Levels $/(C/D). This a challenging proposition. In this
study, this means 4,351 co-design problems, one for each suspension. A few candidate architectures
were studied to help determine the global optimization tuning parameters. In Fig. 12, the objective-
plant space (i.e., the space explored in the outer loop of the nested co-design strategy) is shown for the
canonical active suspension (see Fig. 1(c¢)) and dynamic absorber without the additional damper (see
Fig. 1(d)). Note that Fig. 12(a) is seemingly convex, while Fig. 12(b) is noisy and nonconvex. Some
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of the numerical noise is due to the discretization chosen for implementation of the direct transcription
method.
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