ABSTRACT

In this article, we explore scaling in dynamic optimization with a particular focus on how to leverage scaling in design studies. Here scaling refers to the process of suitable change of variables and algebraic manipulations to arrive at equivalent forms. The necessary theory for scaling dynamic optimization formulations is presented and a number of motivating examples are shown. The presented method is particularly useful for combined physical-system and control-system design problems to better understand the relationships between the optimal plant and controller designs. In one of the examples, scaling is used to understand observed results from more complete, higher-fidelity design study. The simpler scaled optimization problem and dimensionless variables provide a number of insights. Scaling can be used to help facilitate finding accurate, generalizable, and intuitive information. The unique structure of dynamic optimization suggests that scaling can be utilized in novel ways to provide better analysis and formulations more favorable for efficiently generating solutions. The mechanics of scaling are fairly straightforward but proper utilization of scaling is heavily reliant on the creativity and intuition of the designer. The combination of existing theory and novel examples provides a fresh perspective on this classical topic in the context of dynamic optimization design formulations.

Nomenclature

Acronyms
DAE  Differential-algebraic equations
DO  Dynamic optimization

ODE  Direct transcription
NLP  Nonlinear program
ODE  Ordinary differential equation
SASA  Strain-actuated solar array

Notation
\( \hat{\Box} \)  Scaled quantity
\( \dot{\Box} \)  Time derivative
\( \hat{\Box} \)  Scaled derivative
\( \hat{\Box}^* \)  Optimal quantity

Variables
\( \alpha \)  Linear term in a scaling law
\( \beta \)  Constant term in a scaling law
\( C \)  Path constraints
\( \epsilon \)  Constraint tolerance
\( e_r \)  Relative error
\( f \)  State derivative function (dynamics)
\( H \)  Hamiltonian
\( \mathcal{L} \)  Lagrange (running cost) term in \( \Psi \)
\( \lambda \)  Costates or Lagrange multipliers for \( \xi \)
\( M \)  Mayer (terminal cost) term in \( \Psi \)
\( \Omega \)  Optimality conditions for \( P \)
\( p \)  Time-independent optimization variables
\( P \)  Optimization problem
\( \phi \)  Boundary constraints
\( \rho \)  Problem parameters
\( \xi \)  States
\( t \)  Time continuum
\( u \)  Open-loop control variables
\( x \)  Optimization variables
\( \nu, \mu \)  Lagrange multipliers for \( \phi, C \)
1 Introduction

Dynamics play an increasingly important role in the advancement of many complex engineering systems [1]. The primary goal of design studies is to find solutions and gain a general understanding of the design trade-offs, building design knowledge for the particular system. Here we show how scaling can facilitate finding accurate, generalizable, and intuitive information for the design problem at hand.

At a basic level, scaling is simply the stretching, squeezing, and shifting of the problem elements and this can include the time continuum, design variables, constraints, objective function, etc. For example, if we have the inequality constraint $ax \leq b$ and $b > 0$, then we can arrive at an equivalent scaled constraint $\rho x \leq 1$ where $\rho = a/b$. The mechanics of scaling are fairly straightforward but proper utilization of scaling is heavily reliant on the creativity and intuition of the designer [2]. This barrier may be one of the reasons why scaling is often overlooked, but these manipulations can help define problem formulations that are 1) better suited for analysis and 2) more favorable for solution methods (e.g., higher quality solutions and faster convergence). In this article, we provide the necessary theory to scale dynamic optimization (DO) problems and some examples of how to use scaling in the context of a design study.

First, we review some of the previous uses of scaling focusing on examples relevant to obtaining solutions and the analysis of engineering design problems. Some of these examples are quite well-established, while others are rarely used. The context that all the examples provide is crucial for defining the most useful scaling procedure for a particular design problem. Some authors state that the importance of scaling can only be fully appreciated through examples [3].

1.1 Previous Uses of Scaling

One of the primary uses of scaling is to reduce the number of parameters in a set of equations [2–4]. Under certain conditions, algebraic manipulations can lead to a reduced set of parameters (e.g., consider the example above where now $\rho$ is the only parameter). Buckingham’s Pi theorem is one well-known method for reducing the number of parameters, which applies constraints on the mathematical interaction of the fundamental units of the system and does not necessarily need a specific mathematical expression of the system (e.g., the equations of motion) [2, 3, 5]. However, this approach does not necessarily leverage the equations of motion nor does it directly consider the numerical aspects of finding approximate solutions to the system of equations.

Another common use for scaling is to determine characteristic properties of the system. These properties may be scalars or functions. Characteristic scalars are well studied in many engineering domains such as fluid dynamics and heat transfer [4]. An example of such a scalar is the Reynolds number, a dimensionless constant that relates inertial forces to viscous forces within a fluid [4]. Other examples include intrinsic resonance frequency, length, damping, or time constant. Such characteristic properties can be conceptually easier to understand [2]. These properties may be well understood for classical domains but for others, these characteristic properties may be the key to building the required knowledge of the system.

In dynamic or spatially-defined systems, it can be advantageous to scale entire continuous functions. For example, for an initial value problem, characteristic solutions to the differential equation can be obtained that scale linearly with the initial condition [2]. Under certain conditions, even the solution to optimization problems can be scaled for different parameter values. There are some potentially restrictive issues with directly scaling optimal solutions that are discussed in Ref. [6].

The central tool in many design studies is design optimization. Frequently, the solution of a single optimization problem is not sufficient to address the complicated nature of a design activity. This typically leads to variations on the problem formulation elements (e.g., parametric sweeps of the problem’s parameters). Both reducing the number of parameters and obtaining scalable solutions can greatly improve this process.

Scaling can also be used to help decide if certain parts of a model or optimization formulation are small, and therefore negligible in a consistent manner [2, 7]. This can help with developing asymptotic solutions to differential equations, reveal multiple-time-scale structures, and simplify simulations, stability analysis, and controller design [7]. With respect to optimization formulations, scaled forms of the constraints can help determine if certain constraints are likely to be active or inactive based on the magnitude of their scaled forms [8].

One common motivation for scaling in optimization is to change the order of magnitude of the variables and constraints to be more favorable for computation [8, 9]. Large order of magnitude differences in either the variables or function values can produce ill-conditioned matrices such as Jacobians and Hessians; thus, algorithmic calculations may become unstable or inefficient [8]. Systematic preconditioning methods have been developed to scale special cases of problem elements such as linear constraints [10, 11]. This has been observed to be especially important in DO to ensure robustness and accuracy [9, 12]. Some automatic scaling procedures have been developed to help alleviate some of the computational issues associated with solving dynamic optimization problems [9].

Scaling has also been directly included in some design studies. In Ref. [6], the author develops a method for assessing the importance of scaling laws in design optimization and approximate similitude metrics for obtaining dynamically similar optimal solutions. There have been a number of interesting examples of controller design that utilizes scaling, including Refs. [13, 14], but are typically limited to linear feedback controllers. Additionally, in Ref. [15], the authors utilized scaling to understand...
the trends found in the solutions to a more complete optimization formulation (and this example will be discussed in detail in Sec. 3.1).

Some final uses include performing scaled tests [2, 4] and checking for dimensional homogeneity [4]. All of the examples provide a rich history of scaling in engineering.

1.2 Dynamic Optimization

In this article, we consider design optimization problems that are well-posed as the following DO problem:

$$\min_{u,p} \int_{t_0}^{t_f} L(t, \xi, u, p) dt + M(\xi(t_0), \xi(t_f), u, p) \quad (1a)$$

subject to: $\dot{\xi} = f(t, \xi, u, p) = 0 \quad (1b)$

$$C(t, \xi, u, p) \leq 0 \quad (1c)$$

$$\phi(\xi(t_0), \xi(t_f), p) \leq 0 \quad (1d)$$

where the optimization variables are $p$ (time-independent variables) and $u$ (open-loop control variables), $t$ is the time continuum defined between $t_0$ and $t_f$, and $\xi$ are the states. The objective function in Eqn. (1a) is in Bolza form where $L$ is the Lagrange (running cost) term and $M$ is the Mayer (terminal cost) term. Equation (1b) enforces the dynamics modeled as a first-order ordinary differential equation (ODE), Eqn. (1c) enforces any time-varying path constraints, and Eqn. (1d) enforces any time-independent constraints.

A large number of engineering design problems can be posed in this form [1, 16, 17]. Some problems involve designing only plant design variables ($p$ in the formulation above) such as tuning an automotive suspension [16, 18]. Other problems are control-only design (e.g., spacecraft trajectories [12] or batch reactor control [19]). Problems with both plant and control design are referred to as co-design problems [1, 16, 17, 20, 21] and have included the design of wave energy converters [16], active suspensions [21], and horizontal axis wind turbines [22].

There are two approaches for finding solutions to Prob. (1). Indirect methods utilize the optimality conditions of the infinite-dimensional DO problem [12, 19, 23]. It can be quite challenging (or impossible) to solve these equations analytically. Therefore, numerical methods are often employed that provide approximate solutions to the original problem. The alternative solution methods are known as direct methods [12, 19]. Instead of stating the optimality conditions, the control and/or state are parametrized using function approximation and the objective function is approximated using numerical quadrature. This creates a discrete, finite-dimensional problem that then is optimized using large-scale nonlinear programming (NLP) solvers [9, 12, 16, 19]. Scaling can be advantageousness for both methods.

The optimality conditions will be important when scaling DO formulations. The Hamiltonian for Prob. (1) is:

$$H = L + \lambda^T f + \mu^T C \quad (2)$$

where $\lambda(t)$ are the costates (multipliers for the state dynamics) and $\mu(t)$ are the multipliers for $C$. The necessary conditions are stated as:

$$\lambda^* = -\left[\frac{\partial H}{\partial \xi}\right]^* \quad (3a)$$

$$0 = \left[\frac{\partial H}{\partial p}\right]^* \quad (3b)$$

$$0 = [\mu^T C]^*, \quad 0 = [\nu^T \phi]^*, \quad \mu^* \geq 0, \quad \nu^* \geq 0 \quad (3c)$$

$$0 = \left[\lambda + \frac{\partial M}{\partial \xi} + \nu^T \frac{\partial \phi}{\partial \xi}\right]_{t_0}, \quad 0 = \left[\lambda - \frac{\partial M}{\partial \xi} - \nu^T \frac{\partial \phi}{\partial \xi}\right]_{t_f} \quad (3d)$$

$$0 = \left[\frac{\partial M}{\partial p} + \nu^T \frac{\partial \phi}{\partial p}\right]_{t_0} + \int_{t_0}^{t_f} \left[\frac{\partial L}{\partial p} + \lambda^T \frac{\partial f}{\partial p} + \mu^T \frac{\partial C}{\partial p}\right] dt \quad (3e)$$

where $\nu$ are the Lagrange multipliers for $\phi$. Eqn. (3a) is the costates dynamics, Eqn. (3b) is the control stationarity condition, Eqn. (3c) are the complementary slackness conditions and the dual feasibility conditions, and Eqn. (3d) is the initial and final time transversality conditions, and Eqn. (3e) is the parameter stationarity condition. Of course, the conditions in Eqn. (3) are in addition to the constraints Eqs. (1b)–(1d). Please refer to Ref. [17] for derivation and discussion of these conditions (including the variable horizon case).

2 Theory of Scaling Dynamic Optimization Formulations

Now the theory of scaling DO formulations is presented with examples to help illustrate the concepts. The basics are described first, which are applicable to sets of differential-algebraic equations (DAEs). Second is scaling in the context of optimization formulations.

2.1 Scaling Basics

The first step when scaling a set of equations is to introduce a change of variables. Here we consider linear scaling with:

$$x = \alpha x, \bar{x} + \beta x \quad (4a)$$

$$y(x) = \alpha y(x) + \beta y \quad (4b)$$

where $x$ is an independent variable, $y$ is a dependent variable, $[\bar{x}, \bar{y}]$ are the new dimensionless variables, and $[\alpha_x, \beta_x, \alpha_y, \beta_y]$ are the user-defined scaling constants. The only restriction on the scaling constants is $\alpha \neq 0$ to avoid an ill-defined mapping between the scaled and original variables. Other types of scaling are possible [24] but the linear scaling rule often proves to be suitable for DO.

To substitute higher-order derivatives properly, we need to consider the chain rule and linearity of differentiation [25]:

$$\frac{d^n y}{dx^n} = \alpha_x \frac{d^n \bar{y}}{d\bar{x}^n} \quad (5)$$

where $n$ is the order of the derivative. If integrals are present, we
can use integration by substitution when changing the integral limits [25]:

\[ \int_{x_f}^{x_0} f(x)dx = \alpha_x \int_{\bar{x}_f}^{\bar{x}_0} f(\alpha_x \bar{x} + \beta_x)d\bar{x} \]  

where \( f(x) \) is some function and the integration limits have been shifted from \( \{x_0, x_f\} \) to \( \{\bar{x}_0, \bar{x}_f\} \). With this small set of formulas, we can apply scaling to all the problem elements of Prob. (1).

The original system of DAEs can have problem parameters, denoted \( \rho \). Through suitable choices of scaling variables, every system of DAEs with dimensional homogeneity (i.e., the dimensions on the left and right sides are the same) can be transformed into a dimensionless set of DAEs [2]. This will lead to the creation of dimensionless parameters, denoted \( \bar{\rho} \), and will prove quite important as they are critical to many of the uses discussed in Sec. 1.1. These dimensionless quantities can be the same as the dimensionless quantities derived by using Buckingham’s Pi theorem [2,3,5]. Here we assume that all equations, inequalities, and inequations have dimensional homogeneity.

2.1.1 Example: Spring-Mass System To illustrate the concepts of the previous section, we apply scaling to a simple spring-mass system. The first step is to write down the equations and assumptions:

\[ m\ddot{y}(t) + ky(t) = 0 \] \hspace{1cm} (7a)

\[ y(t_0) = y_0, \quad \dot{y}(t_0) = v_0 \] \hspace{1cm} (7b)

\[ m, k > 0, \quad y_0 \neq 0 \] \hspace{1cm} (7c)

In this system, the independent variable is \( t \) and the dependent variable is \( y \). Now consider the following change of variables based on simple scaling in Eqn. (4):

\[ t = \alpha_t \bar{t} + \beta_t, \quad y(t) = \alpha_y \bar{y}(t) \] \hspace{1cm} (8)

The higher-order derivatives, using Eqn. (5), are then:

\[
\frac{dy}{dt} = \frac{\alpha_y}{\alpha_t}, \quad \frac{d^2y}{dt^2} = \frac{\alpha_y}{\alpha_t^2} \frac{d^2\bar{y}}{d\bar{t}^2}
\]

We are free to choose the scaling constants so let’s first look at the system of DAEs with the substitutions applied:

\[ m\frac{\alpha_y}{\alpha_t^2} \frac{d^2\bar{y}(\bar{t})}{d\bar{t}^2} + k\alpha_y \bar{y}(\bar{t}) = 0 \] \hspace{1cm} (10a)

\[ \alpha_y \bar{y} \left( \frac{t_0 - \beta_t}{\alpha_t} \right) = y_0, \quad \frac{\alpha_y}{\alpha_t} \frac{d\bar{y}}{d\bar{t}} \left( \frac{t_0 - \beta_t}{\alpha_t} \right) = v_0 \] \hspace{1cm} (10b)

We can perform some algebraic manipulations to make the left-hand side of the equations have unity coefficients:

\[ \frac{d^2\bar{y}(\bar{t})}{d\bar{t}^2} = -\frac{k\alpha_y^2}{m} \bar{y}(\bar{t}) \] \hspace{1cm} (11a)

\[ \frac{\alpha_y}{\alpha_t} \frac{d\bar{y}}{d\bar{t}} \left( \frac{t_0 - \beta_t}{\alpha_t} \right) \frac{\alpha_t}{\alpha_y} = \frac{\alpha_y v_0}{\alpha_t} \] \hspace{1cm} (11b)

Now, consider the following choice of the scaling constants:

\[ \alpha_t = \sqrt{\frac{m}{k}}, \quad \beta_t = t_0, \quad \alpha_y = y_0 \] \hspace{1cm} (12)

Then the scaled system of DAEs is:

\[ \frac{d^2\bar{y}(\bar{t})}{d\bar{t}^2} = -\bar{y}(\bar{t}) \] \hspace{1cm} (13a)

\[ \bar{y}(0) = 1, \quad \frac{d\bar{y}}{d\bar{t}} (0) = \frac{v_0}{\sqrt{k}} \] \hspace{1cm} (13b)

We see that this choice of constants results in a differential equation with unity coefficients. The original system had five parameters, but this scaled system now has only one, denoted \( \bar{\rho}_1 \), and is dimensionless. Furthermore, the initial position does not depend on any parameters. The scaling constant \( \alpha_t = \sqrt{m/k} \) is typically referred to as the characteristic time constant for this system (also known as the reciprocal of the natural frequency).

Both the scaled and original solutions to this initial value problem are shown in Fig. 1. We see the stretching, squeezing, and shifting of the trajectory based on the scaling rules. The scaled trajectory might be more favorable to numerical approximation methods since the average magnitude of its derivative is closer to unity and consistent across the range of parameter values.

2.2 Scaling Dynamic Optimization Problems

We first denote the original problem formulation as \( P \) with optimality conditions \( O \) and optimal solution \( \bar{x}^* \). Now the scaled formulation is denoted \( \bar{P} \) with optimality conditions \( \bar{O} \) and optimal solution \( \bar{x}^* \). For each problem, there may be problem parameters each denoted \( \rho \) and \( \bar{\rho} \), respectively. The optimization variables are related with the scaling function \( S: \quad x = S(\bar{x}, \rho) \) where for each optimization variable, a linear scaling law defined in Eqn. (4) exists that may depend on the problem parameters. Now for a given value of \( \rho \), the optimal solution to the two problems are clearly equivalent: if \( \bar{x}^* \) solves \( P \), then \( \bar{x}^* = S^{-1}(x^*, \rho) \)
solves $\tilde{P}$: if $\tilde{x}^*$ solves $\tilde{P}$, then $x^* = S(\tilde{x}^*, \rho)$ solves $P$ [24].

In some design studies, finding the optimal solution with respect to a single set of parameter values is sufficient to complete the design task. However, many require solutions that vary with respect to the parameters, i.e., $x^*(\rho)$ for various values of $\rho$. We can utilize the scaled problem in this task. If we are given two sets of parameters, $\rho_1$ and $\rho_2$, such that $\rho_1 = \rho_2$, then we can determine the optimal solution with respect to $\rho_2$ utilizing the solution found with $\rho_1$:

$$x^*(\rho_2) = S(\tilde{x}^*(\rho_1), \rho_2)$$

(14)

The condition that $\rho_1 = \rho_2$ is potentially restrictive [6], but it also can be quite useful. This implies that we only need to generate solutions for all relevant values of $\tilde{\rho}$ rather than $\rho$, which is favorable since typically $\tilde{\rho}$ contains fewer elements that the original $\rho$.

Additional scaling might be possible depending on what can be discerned from the activity of the inequality constraints [8] but will be problem dependent. If certain constraints are found to be inactive for particular ranges of the problem parameters and the reduced form of the original optimization problem eliminates any dependence on a particular parameter, then solutions may be scaled irrespective of that parameter (as long as the inactivity holds in the original problem). In DO, there may be infinite-dimensional path constraints where determining the activity can be challenging (one of the primary motivations for direct methods [17]). This may lead to solutions that are widely different for minor changes in the problem parameters, so scaling must be done carefully (this is shown in the example in Sec. 3.1).

To determine how the optimality conditions are related between the original and scaled problems, additional scaling constants for the multipliers need to be introduced. Then the correct values for these scaling constants must be determined such that a map is known between $O$ and $\tilde{O}$.

The relationships between the optimization formulations, optimality conditions, and optimal solutions for both the original and scaled problems are shown in Fig. 2. These relations will be discussed in the context of different paths that may be taken to obtain solutions to a particular DO problem. Consider first the standard case where the original problem is proposed and then an optimal solution is found (e.g., using DT and an NLP solver):

$$P \rightarrow x^*$$

An alternative is to utilize the optimality conditions in Eqn. (3) to obtain an analytical solution or using a numeric indirect method:

$$P \rightarrow O \rightarrow x^*$$

Now using scaling, we could instead transform to $P$ to $\tilde{P}$, and solve the scaled problem. Then the scaled solution can be mapped back to obtain the original problem’s solution:

$$P \rightarrow \tilde{P} \rightarrow \tilde{x}^* \rightarrow x^*$$

The key here is that $\tilde{x}^*$ can be used to generate multiple $x^*$ using Eqn. (14). One final approach that may yield the most in-

![FIGURE 2: Relationships between the optimization formulations, optimality conditions, and optimal solutions for both the original and scaled problems.](image-url)

formation from the scaling procedure is utilizing the optimality conditions:

$$P \rightarrow O \rightarrow \tilde{O} \rightarrow \tilde{P} \rightarrow \tilde{x}^* \rightarrow x^*$$

With this approach, all of the suggestions in this section can be explored such as constraint activity.

The following section will use the theory in this section to illustrate scaling in DO with some motivating examples.

## 3 Motivating Examples

In this section, a number of examples of scaling in DO are presented. Some examples have direct application to existing design problems while others provide a more conceptual illustration. The examples in this section and the many uses described in Sec. 1.1 provide a strong foundation for using scaling in novel DO design problems.

### 3.1 Example 1: Simple SASA Problem

This first example was developed to better understand the observed trends from an existing design study. The co-design study focused on developing a novel strain-actuated solar array (SASA) system for spacecraft pointing control and jitter reduction [15]. In this system, distributed piezoelectric actuators were used to strain the solar arrays, causing reactive forces that could be used to control the bus (spacecraft body) with higher precision, higher bandwidth, and reduced vibrations.

The observed trend was an optimal constant ratio between the natural period of the first mode, $T_1$, and time allotted for performing the maneuver, $t_f$ (which is visualized in Fig. 10 of Ref. [15]). There was much discussion on why this ratio seemed to be constant and if there was any significance to the value of this optimal ratio (approximately $T_1/t_f = 4.41$). To help provide some insight into these questions, a much simpler, but still representative, design problem was proposed. In Fig. 3, both the original and simplified SASA systems are visualized. The simplified system modeled many of the fundamental phenomena present in the original high-fidelity system using a small number of lumped parameters.
The problem formulation for the simplified system is:

$$\min_{k,u(t)} - \theta(t_f)$$

subject to:

$$J\dot{\theta}(t) + k\theta(t) = u(t)$$

$$\theta(0) = \bar{\theta}(0) = 0$$

$$|u(t)| \leq u_{\text{max}}$$

$$\theta(t_f) = 0$$

where $\theta$ is the relative displacement of the bus, $J$ is related to the inertia ratio between the solar arrays and bus, $u$ is an open-loop control moment applied to the solar array and is bounded by $u_{\text{max}}$, and $k$ is the stiffness in the solar array. The boundary constraints enforce the system to start at rest with zero energy and end at rest. The optimization variables are both $k$ and $u(t)$. Scaling can be applied to help analyze this DO problem.

### 3.1.1 Standard Form

First, we write the original DO problem in Eqn. (15) the standard form:

$$\min_{k,u(t)} - \xi_1(t_f)$$

subject to:

$$\xi = \begin{bmatrix} 0 & 1 \\ -k/J & 0 \end{bmatrix} \xi + \begin{bmatrix} 0 \\ 1/J \end{bmatrix} u$$

$$\phi_1 := \xi_1(0) = 0, \quad \phi_2 := \xi_2(0) = 0$$

$$\phi_3 := \xi_2(t_f) = 0$$

$$C_1 := u - u_{\text{max}} \leq 0, \quad C_2 := -u - u_{\text{max}} \leq 0$$

where:

$$\xi_1 = \theta, \quad \xi_2 = \dot{\theta}$$

The Hamiltonian is then:

$$H = \lambda_1 \xi_2 + \lambda_2 \left( -\frac{k}{J} \xi_1 + \frac{u}{J} \right) + \mu_1 (u - u_{\text{max}}) + \mu_2 (-u - u_{\text{max}})$$

Now using the conditions in Eqn. (3), the additional conditions for optimality are:

$$\lambda_1 = \frac{k}{J} \lambda_2, \quad \lambda_2 = -\lambda_1$$

$$0 = \lambda_2 \frac{1}{J} + \mu_1 - \mu_2$$

$$0 = \mu_1 (u - u_{\text{max}}), \quad \mu_1 \geq 0, \quad 0 = \mu_2 (-u - u_{\text{max}}), \quad \mu_2 \geq 0$$

$$0 = v_1 \xi_1(0), \quad v_1 \neq 0, \quad 0 = v_2 \xi_2(0), \quad v_2 \neq 0$$

$$0 = v_3 \xi_2(t_f), \quad v_3 \neq 0$$

### 3.1.2 Scaled Form

Consider the following change of variables based on linear scaling described in Sec. 2.1:

$$a = \alpha \bar{a}, \quad u = \alpha u, \quad \theta = \alpha \bar{\theta}$$

Next, the differential equation in Eqn. (15b) is parameterized as:

$$\frac{\alpha^2}{\alpha_1^2} \ddot{\bar{\theta}} + k\alpha \bar{a} \bar{\theta} \equiv \frac{d^2}{dt^2} \bar{\theta} = -\frac{\alpha^2}{\alpha_1^2} \ddot{\bar{\theta}} + \frac{\alpha \alpha_2^2}{\alpha_1^2} \ddot{\bar{a}}$$

The three parameters in the problem are $\{J, u_{\text{max}}, t_f\}$. There are three scaling constants to choose. The following points are considered when deciding how to scale the problem based on some previous intuition:

- Since all initial and final state conditions are zero, we should not start with $\alpha_\theta$
- The time horizon should be fixed, i.e., independent of $t_f$
- The magnitude of the control force should be unity to remove dependence on $u_{\text{max}}$
- It is fine to have $k$ multiplied by some constants since $k$ is an optimization variable and is not directly constrained
- The natural period of this second-order system is $T = 2\pi \sqrt{J/k}$

With these considerations, we select the values of the scaling parameters as:

$$\alpha_1 = \frac{t_f}{2\pi}, \quad \alpha_\theta = u_{\text{max}}, \quad \alpha_2 = \frac{u_{\text{max}} t_f^2}{4\pi^2 J}$$

Note that the horizon is now fixed between 0 and $2\pi$. Therefore, the scaled optimization problem is:

$$\min_{k,u(t)} - \frac{u_{\text{max}} t_f^2}{4\pi^2 J} \bar{\theta}(2\pi)$$

subject to:

$$\bar{\theta}(0) = \bar{\theta}(0) = 0$$

$$\bar{\theta}(2\pi) = 0$$

$$|\bar{u}(\bar{\theta})| \leq 1$$

The scaled problem has two dimensionless quantities:

$$\bar{\rho}_1 = \frac{k t_f^2}{4\pi^2 J} \equiv \frac{t_f^2}{4\pi^2}, \quad \bar{\rho}_2 = \frac{u_{\text{max}} t_f^2}{4\pi^2 J}$$

First, we have $\sqrt{\bar{\rho}_1} = t_f/T$, the exact ratio we are investigating. We also have $\bar{\rho}_1$ as the only part of the formulation that depends on $k$ and since there are no constraints on $k$, we are effectively designing the quantity $\bar{\rho}_1$ directly. Second, $\bar{\rho}_2$ is a positive constant linear factor in the objective function, so it will not affect the nature of the solutions [24], and it can be removed temporarily from the scaled formulation. Therefore, the formulation is...
equivalent to the following DO problem in the standard form:

$$\min_{\rho_1, \alpha(t)} \quad -\tilde{\xi}_1(2\pi)$$

subject to:

$$\dot{\tilde{\xi}} = \begin{bmatrix} 0 & 1 \\ -\rho_1 & 0 \end{bmatrix} \tilde{\xi} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \bar{u}$$

$$\phi_1 := \tilde{\xi}_1(0) = 0, \quad \phi_2 := \tilde{\xi}_2(0) = 0$$

$$\phi_3 := \tilde{\xi}_2(2\pi) = 0$$

$$C_1 := \bar{u} - 1 \leq 0, \quad C_2 := -\bar{u} - 1 \leq 0$$

The dependence on the parameters $\rho = \{J, u_{\text{max}}, t_f\}$ has been removed completely; therefore, finding the single solution, $\bar{x}^*$, to this scaled formulation will give all solutions for any valid $\rho$! We have also derived relationships to indicate how different values for these parameters directly affect the solution, i.e., the function $S$.

### 3.1.3 Equivalence of the Optimality Conditions

It is still illustrative to show that there is a linear mapping between the $O$ and $\tilde{O}$ for Probs. (16) and (24). The Hamiltonian for the scaled problem is:

$$\tilde{H} = \lambda_1 \tilde{\xi}_2 + \lambda_2 \left( -\rho_1 \tilde{\xi}_1 + \bar{u} \right) + \hat{\mu}_1 (\bar{u} - 1) + \hat{\mu}_2 (\bar{u} - 1)$$

We expect some scaling of the multipliers between the two problems so we will define a scaling rule for each:

$$\lambda_1 = \alpha_{\lambda_1} \bar{\lambda}_1, \quad \lambda_2 = \alpha_{\lambda_2} \bar{\lambda}_2, \quad \mu_1 = \alpha_{\mu_1} \bar{\mu}_1, \quad \mu_2 = \alpha_{\mu_2} \bar{\mu}_2$$

$$\nu_1 = \alpha_{\nu_1} \bar{\nu}_1, \quad \nu_2 = \alpha_{\nu_2} \bar{\nu}_2, \quad \nu_3 = \alpha_{\nu_3} \bar{\nu}_3$$

To determine the proper values of the scaling constants, we need to substitute the change of variables into the optimality conditions in Eqn. (18):

$$\frac{\alpha_{\bar{\lambda}_1}}{\alpha_{\lambda_1}} \bar{\lambda}_1 = \frac{k}{f} \alpha_{\lambda_2} \bar{\lambda}_2, \quad \frac{\alpha_{\bar{\lambda}_2}}{\alpha_{\lambda_1}} \bar{\lambda}_2 = -\alpha_{\lambda_1} \bar{\lambda}_1$$

$$0 = \alpha_{\bar{\lambda}_2} \bar{\lambda}_2 - \alpha_{\mu_1} \bar{\mu}_1 - \alpha_{\mu_2} \bar{\mu}_2$$

$$0 = \alpha_{\nu_1} \bar{\nu}_1, \quad \nu_2 = \alpha_{\nu_2} \bar{\nu}_2, \quad \nu_3 = \alpha_{\nu_3} \bar{\nu}_3$$

Thus, a simple linear map exists between the optimality conditions between the original and scaled forms. The two Hamiltonians are related by\(^1\):

$$H = \alpha_0 \alpha_{\bar{\lambda}} \tilde{H}$$

### 3.1.4 Bounded Period

An additional inequality was necessary to explain further the observed results from the original study. This constraint was in the form of a bound on the period:

$$T = \frac{t_f}{\sqrt{\rho_1}} \leq T_{\text{max}}$$

which can be written as:

$$\frac{t_f^2}{T_{\text{max}}^2} - \rho_1 := \tilde{\rho}_3 - \rho_1 \leq 0$$

where $\tilde{\rho}_3$ is an additional dimensionless parameter. We can denote $\tilde{\rho}_3^\top$ as the optimal value for $\tilde{\rho}_3$ without the additional constraint in Eqn. (31). If $\tilde{\rho}_3 < \tilde{\rho}_3^\top$, then the constraint is inactive, and the previous solution is valid. However, if $\tilde{\rho}_3 \geq \tilde{\rho}_3^\top$, then the constraint is active and we would need to find solutions for every required value of $\rho_3$ since the form of the optimal control will vary for each value of $\rho_3$. In this problem, the control remains bang-bang in nature but the number of switches increases and the switching locations vary (see Fig. 4b).

### 3.1.5 Solution

With the optimization problem, optimality conditions, and optimal solutions thoroughly characterized, we can compare this simple SASA problem to the original design study in Ref. [15]. Both the scaled and unscaled solutions for the simple SASA problem without the additional bound on the period being active are shown in Fig. 4. There are a number of similarities between the trajectories in Ref. [15] and in Fig. 4, including the bang-bang nature of the control when the period constraint is not active, and the general shape of the bus angle trajectories.

The primary comparison is Fig. 5, which includes the results from Fig. 10 of Ref. [15]. The figure plots the natural period of the first mode vs. $t_f$. There is an observed linear trend until a period limit seems to be reached. This is present for both design representations used: piecewise linear segments (PLS) and variable length (VL). Both of these representations can change the structural properties of the solar array. Although it is tough to see in the figure, there are coinciding data points at $t_f = 0.12$ s for both cases indicating that there is a similar optimal value for $T_1$ (and ratio).

Observing Fig. 5, there is a direct parallel between the data points and the simple SASA problem. For the scaled problem, $\tilde{\rho}_3^\top = 0.8066$ while the results from Ref. [15] indicate $\tilde{\rho}_1$ should be approximately 0.0513. The difference may be attributed to

\(^1\)Using the objective $-\rho_3 \tilde{H}(2\pi)$, the relationship is $H = \alpha_0 \alpha_{\bar{\lambda}} \tilde{H}$ with all multipliers containing an additional $\alpha_0$ term.
Initial discussions of the results tried to pin the ratio $t_f/T_1$ to 1/4 due to the periodic resonance of a simple beam. However, the simple SASA problem suggests that this ratio is simply an arbitrary constant dependent on the interaction between the bang-bang controller and dynamics. Continuing with the comparisons, the $T_{\text{max}}$ bound seems to equal about 2.19 s for the PLS case and 0.69 s for the VL case. If the physical-system constraints could be lifted, we have a reasonable prediction for how $T_1$ should vary.

This example illustrated how scaling can be utilized effectively to obtain insights in a design study.

### 3.2 Example 2: Co-Design Transfer Problem

In this example, we will use scaling to transform a co-design problem into a form with a known solution. Consider the following co-design problem:

$$\min_{k,u(t)} \int_0^{t_f} u^2 \, dt$$  \hspace{1cm} (32a)

subject to: \hspace{1cm} \dot{y} = -ky + u \hspace{1cm} (32b)

$$y(0) = y_0, \quad \dot{y}(0) = v_0$$  \hspace{1cm} (32c)

$$y(t_f) = 0, \quad \dot{y}(t_f) = 0$$  \hspace{1cm} (32d)

where $k$ is the time-independent, physical-system design variable and $u(t)$ is the open-loop control design variable. Through scaling, we can transform Prob. (32) above into the problem in Ref. [23, pp. 166–167]. To accomplish this, consider the following change of variables:

$$t = \alpha t, \quad u = \alpha u$$ \hspace{1cm} (33)

We choose the following values for the scaling constants:

$$\alpha_t = \frac{1}{\sqrt{k}}, \quad \alpha_u = k$$ \hspace{1cm} (34)

where $k > 0$. The case for $k = 0$ needs to be handled separately. Substituting in these scaling laws results in the following problem formulation:

$$\min_{k,u(t)} k^{3/2} \int_0^{\bar{t}_f} \bar{u}^2 \, d\bar{t}$$ \hspace{1cm} (35a)

subject to: \hspace{1cm} \dot{\bar{y}}' = -\bar{y} + \bar{u} \hspace{1cm} (35b)

$$\bar{y}(0) = \bar{y}_0, \quad \dot{\bar{y}}'(0) = \bar{v}_0$$ \hspace{1cm} (35c)

$$\bar{y}(\bar{t}_f) = 0, \quad \dot{\bar{y}}'(\bar{t}_f) = 0$$ \hspace{1cm} (35d)

where: \hspace{1cm} $\bar{t}_f = \sqrt{k} t_f, \bar{v}_0 = v_0/\sqrt{k}$ \hspace{1cm} (35e)

The solution to Prob. (35) above is readily available in Ref. [23]. Using this result and applying the scaling rules in Eqn. (33), we obtain the following solution for $u(t)$ as a function of $k$:

$$u(t,k) = -\frac{2k}{kt^2 - \sin^2(\sqrt{k}t_f)} \left( c_1(t,k)x_0 + c_2(t,k)\frac{v_0}{\sqrt{k}} \right)$$

$$c_1(t,k) = \sin\left(\sqrt{k}(t_f - t)\right) \sin\left(\sqrt{k}t_f\right) - \sqrt{k} t_f \sin\left(\sqrt{k}t\right)$$

$$c_2(t,k) = -\cos\left(\sqrt{k}(t_f - t)\right) \sin\left(\sqrt{k}t_f\right) + \sqrt{k} t_f \cos\left(\sqrt{k}t\right)$$ \hspace{1cm} (36)

For certain problem parameter values, the solution for various values of $k$ is shown in Fig. 6. The original objective function can now be computed analytically with Eqn. (36). With this closed-form expression for the objective function, an optimality condition for $k$ can be derived. This property makes this problem quite suitable for investigations between nested and simultaneous co-design methods and can be used to illustrate a number of...
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3.3 Example 3: Direct Transcription Discretization

DT is a popular solution method for solving DO problems [1,12,19,21]. In this approach, the dynamics are approximated with a large number of equality constraints, termed defect constraints. Equality constraints in a NLP are typically of the form \( h(x) = 0 \). However, most numerical algorithms implement this constraint type as two inequality constraints as:

\[
-\epsilon \leq h(x) \leq \epsilon \tag{37}
\]

where \( \epsilon \) is a small tolerance number (e.g., the default tolerance in MATLAB’s \texttt{fmincon} function is \( \epsilon = 10^{-6} \) [26]). In this example, we will demonstrate how the absolute magnitudes of the state variables can greatly degrade direct transcription approximations.

Consider the simple scalar system:

\[
\dot{y} = ay, \quad y(0) = y_0 \tag{38}
\]

where the solution to this set of DAEs is \( \hat{y}(t) = y_0 e^{at} \). We can introduce a change of variables as:

\[
t = \alpha_t \bar{t}, \quad y = \alpha_y \bar{y}
\]

where the scaling constants are \( \alpha_t = |a| \) and \( \alpha_y = y_0 \), resulting in the following scaled system:

\[
\hat{\bar{y}}' = \bar{y}, \quad \bar{y}(0) = 1 \tag{39}
\]

We can now see how the relative error is influenced by the different systems.

A basic single-step DT method is the trapezoidal rule and the defect constraint that ensures accurate dynamics has the following form for a scalar ODE:

\[
0 = y_k - y_{k-1} - \frac{h_k}{2} \left( f(t_{k-1}, y_{k-1}) + f(t_k, y_k) \right) \tag{40}
\]

where \( y_k \) is the approximate value of \( y(t) \) at \( t_k \), \( h_k = t_k - t_{k-1} \) is the step-size parameter, and \( f(t_k, y_k) \) is the value of the derivative function at \( t_k \).

We will consider the initial step, i.e., \( k = 1 \). Then the DT constraint for Eqn. (38) is:

\[
0 = y_1 - y_0 - \frac{h_1}{2} (ay_0 + ay_1) \tag{41}
\]

Using the tolerances in Eqn. (37), we can derive the minimum and maximum values for \( y_1 \) that still satisfy the constraint:

\[
\frac{1 + h_1 a / 2}{1 - h_1 a / 2} \epsilon \leq y_1 \leq \frac{1 + h_1 a / 2}{1 - h_1 a / 2} \epsilon + \epsilon \tag{42}
\]

Alternatively, the bounds for \( \bar{y}_1 \) are:

\[
\frac{1 + \text{sign}(a) h_1 / 2}{1 - \text{sign}(a) h_1 / 2} \epsilon \leq \bar{y}_1 \leq \frac{1 + \text{sign}(a) h_1 / 2}{1 - \text{sign}(a) h_1 / 2} \epsilon + \epsilon \tag{43}
\]

The relative error is defined as:

\[
e_r = \frac{y_1 - \bar{y}_1}{\bar{y}_1} = \frac{y_0 e^{at_1}}{y_0 e^{at_1}}, \quad \bar{e}_r = \frac{\bar{y}_1 - e^{\text{sign}(a)t_1}}{\text{sign}(a)t_1} \tag{44}
\]

Now, consider the following values for the problem and DT parameters: \( y_0 = 10^{-6}, a = 2, \epsilon = 10^{-6}, h = 10^{-3} \). For these values, we have the following relative error bounds:

\[
-9.99 \times 10^{-1} \leq e_r \leq 9.99 \times 10^{-1} \tag{45a}
\]

\[
-9.99 \times 10^{-7} \leq \bar{e}_r \leq 9.99 \times 10^{-7} \tag{45b}
\]

We see that the \( e_r \) is quite poor using the original system while \( \bar{e}_r \) is right around the expected \( \epsilon \) tolerance. Consider one more
choice of parameters: $y_0 = 10^3$, $a = -1$, $\epsilon = 10^{-6}$, $h = 10^{-3}$ and error bounds:

$$-1.08 \times 10^{-9} \leq \epsilon_r \leq 9.13 \times 10^{-10}$$  \hspace{1cm} (46a)

$$-1.00 \times 10^{-6} \leq \bar{\epsilon}_r \leq 1.00 \times 10^{-6}$$  \hspace{1cm} (46b)

Now we see that the relative error bounds are tighter than $\epsilon$ which could lead to numerical issues. The scaled form, however, is still right around the $\epsilon$ tolerance. The maximum absolute relative error vs. step size is shown in Fig. 7. From these plots, we see that for a sufficiently small step size, the scaled system has error bounds near $\epsilon$.

Both of these parameter sets show the importance of scaling the dynamics to be near unity when using a DT implementation. Since DT implementations use a large number of linked defect constraints, the errors can compound, potentially producing highly inaccurate results. Additionally, scaling the time horizon provides a more uniform method for selecting the $h$ to achieve suitable accuracy without too many optimization variables (note that $h = 10^{-3}$ for $\bar{\epsilon}_r$ is quite good in both plots). Finally, scaling the states to be near unity is also produces computationally favorable matrices (Hessian/Jacobians) and finite differencing [9, 12].

4 Conclusion

In this article, we explored scaling in DO with a particular focus on how to leverage scaling in design optimization. A review of the large amount of work around scaling was provided. The necessary theory for scaling DO formulations was presented and a number of novel motivating examples were provided. Scaling was shown to help facilitate finding accurate, generalizable, and intuitive information.

At a basic level, scaling is simply the stretching, squeezing, and shifting of the problem elements such as the time continuum, design variables, constraints, and objective function. The unique structure of DO suggests that scaling can be utilized in novel ways to provide better analysis and formulations more favorable for different solution methods. The mechanics of scaling are fairly straightforward but proper utilization of scaling is heavily reliant on the creativity and intuition of the designer. This nebulous qualification is the primary limitation on the use of scaling. However, scaling is also limited by the scaling law chosen, the structure of the problem, and the number of free parameters. Furthermore, scaling does not remove optimization; we still need to solve some form of the optimization problem. Improper use of scaling can lead to incorrect solutions/insights or amplification of numerical issues rather than mitigation.

Aiding the designer in constructing the appropriate scaled formulations needs compelling examples. In the simple SASA problem, scaling was used to understand observed results from more complete, higher-fidelity design study. The simpler scaled optimization problem and dimensionless variables provided a number of insights. In the second example, the solution to a co-design problem was found by leveraging a scaled formulation with the known solution. Observing different (but equivalent) forms of the same design optimization formulation can facilitate a better understanding of the design problem. In the final example, the discretization error of one of the popular solution methods (namely direct transcription) for DO was explored. The scaled system showed much more favorable properties than the original. Additional work is needed to develop general guidelines to aid in balancing the many uses of scaling.
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