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Abstract—Cloud computing has enabled entirely new business models for high-performance computing. Having a dedicated local high-performance computer is still an option for some, but more are turning to cloud computing resources to fulfill their high-performance computing needs. With cloud computing it is possible to tailor your computing infrastructure to perform best for your particular type of workload by selecting the correct number of machines of each type. This paper presents an efficient algorithm to find the best set of computing resources to allocate to the workload. This research is applicable to users provisioning cloud computing resources and to data center owners making purchasing decisions about physical hardware. Studies have shown that cloud computing machines have measurable variability in their performance. Some of the causes of performance variability include small changes in architecture, location within the datacenter, and neighboring applications consuming shared network resources. The proposed algorithm models the uncertainty in the computing resources and the variability in the tasks in a many-task computing environment to find a robust number of machines of each type necessary to process the workload. In addition, reward rate, cost, failure rate, and power consumption can be optimized, as desired, to compute Pareto fronts.

Index Terms—planning; stochastic programming; vector optimization; high performance computing; scheduling; resource management; bag-of-tasks; many-task computing; energy-aware; heterogeneous computing; linear programming

1 INTRODUCTION

SOME high-performance computing (HPC) users are turning to cloud providers to complete their work due to the potential cost effectiveness and/or ease of use of cloud computing. The ability to provision hardware on-demand from a pre-defined set of different machine types, known as instance types, is very powerful. In fact, a proof of concept cluster was built by Amazon Web Services from their high performance instance types composed of over 26,000 cores with nodes connected via 10G Ethernet. This cluster ranked 101 on the Top 500 list for November 2014 [1]. The cloud has been successfully employed to process HPC jobs for actual scientific experiments [2]. Recent studies have shown that the performance of small and medium virtual clusters can compete with physical hardware [3]. Cloud infrastructure as a service (IaaS) providers [4] charge for the amount of time a virtual machine, known as an instance, is allocated (idle or active). This means that it is advantageous to terminate some or all instances once the workload has been processed. Leaving instances idle in the cloud is usually not cost effective. Once a new set of work needs to be processed, the decision of what instance types to start can be reevaluated each time, considering the size and composition of the workload and the current prices of the available instance types. Selecting the ideal number of instances of each instance type a user needs is challenging.

The approach to provisioning computational resources given in this paper not only applies to cloud resource provisioning but also to selecting physical machines to purchase for use within HPC systems. The goal for provisioning HPC systems is to determine how to originally select or upgrade a system in such a way that maximizes the performance of the resultant system while meeting specific requirements that often include a budget constraint.

The instance types available in the cloud have widely varying capabilities, by design, so that users can choose the resources that best match their workload and in doing so minimize the cost. For example, there is no need to provision high memory instance types if the workload does not require large amounts of memory. The cost for the smaller memory instance type will often be significantly less and provide nearly identical performance assuming all else is equal. Within a single IaaS provider, instance types vary in the amount of memory, number and type of CPUs, disk capacity and performance, and network performance. All of these properties of instance types affects the performance of the workload executing on the instances [5]. Due to the availability of heterogeneous resources, IaaS is inherently a heterogeneous computing (HC) system.

This paper focuses on bag-of-tasks or many-task computing (MTC) workloads composed of a large number of many independent tasks. Each task is processed on a single machine. Bag-of-tasks workloads are commonly run on MTC systems [6].
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In MTC and high-throughput computing (HTC), the usual goal is to maximize the number of completed tasks or jobs per unit time. In this research, a steady-state model of MTC is presented and used to formulate a linear optimization problem that can be used to optimize the number of tasks completed per unit time. In this work, types of tasks are assigned different rewards for completing. The reward rate is the reward earned per unit time by the system. In some situations, maximizing solely the reward rate is not desirable. Sometimes a conflicting objective such as the upgrade cost should be optimized along with the reward rate. The optimization problem we pose has multiple objectives from which any subset can be chosen, or new objectives added, as needed. The four objectives in the multi-objective optimization problem are (1) the amount of reward earned per unit time, called the reward rate, (2) the net cost to upgrade the system, called the upgrade cost, (3) the number of machine failures per unit time, called the failure rate, and (4) the total machine power consumption.

When making a purchasing decision not all the information is necessarily available nor is the information perfectly accurate. For example, arrival rates of tasks or the performance of the machines might not be known perfectly. In fact, studies have shown that instances of the same instance type can vary significantly in performance as discussed in Section 2. Often only the distributional assumption can be made. That is, the probability distribution of key parameters is known but the actual value of the parameter is unknown. This uncertainty is incorporated in our steady-state model. A multi-objective stochastic programming problem formulation is presented that incorporates the uncertainty in the parameters. Stochastic programming techniques are applied to this provisioning problem to handle uncertainty.

In summary, the contributions of this paper are:

1) the formulation of an energy-aware steady-state model for MTC,
2) the design of a linear optimization problem for resource provisioning (in the cloud or physical hardware procurement),
3) a model of uncertainty and a procedure for fitting this model,
4) a stochastic programming formulation that combines the steady-state model and the uncertainty model,
5) an orthogonal weighted sum algorithm for generating Pareto fronts that illustrates potential trade-offs between conflicting objectives, and
6) a performance evaluation of the stochastic programming formulation.

The rest of this paper is organized as follows. First some related work is given in Section 2. The steady-state model of MTC is in Section 3. Section 4 presents the model of uncertainty and Section 5 details the stochastic programming formulation. Quantitative measures for comparing the stochastic programming solution to other approaches is given in Section 6. Section 7 describes the heuristics implemented for comparison purposes. A technique to solve multi-objective stochastic programs is in Section 8. In Section 9, the simulation results are presented. Section 10 concludes this study and presents some ideas for future work.

2 RELATED WORK

Scheduling resources on the cloud is not new. An interesting technique was presented in [7] that uses ordinal optimization to approximately solve a multi-objective optimization problem. The approach schedules tasks to virtual clusters in the cloud. Scheduling preemptable tasks on cloud resources has been studied recently as well [8]. Their approach uses information from the actual execution times to improve the subsequent resource allocations. The HARNESS project is currently designing algorithms and implementing software to provision resources on the cloud that benefit from highly heterogeneous resources such as hardware accelerators and SSDs [9]. The uncertainty-aware scheduling approach presented here could one day be incorporated into such tools to improve the provisioning of resources.

A case study of using the cloud for HPC applications is in [10]. They show that the performance degradation due to virtualization is low but the networking performance can become a performance bottleneck if one is not careful.

The issue of HPC cluster reliability is addressed in [11]. This paper forms a bi-objective optimization problem to schedule tasks onto the cluster that has machines that vary in reliability. The author tries to minimize the maximum of all task completion times, known as the makespan, and maximize the reliability. The reliability measure described in Section 3 is similar to this measure.

We consider, in part, minimizing power consumption due to the explosive growth of power consumption in data centers and HPC systems over recent years [12]. Energy usage is becoming a major operating cost that requires algorithms to consider this from the start. A technique to automatically scale the number of resources up or down based on the dynamic arrival of workloads is presented in [13]. Their technique utilizes the inherent heterogeneity in the cloud offerings to select instance types. In a closely related paper [14], automatic scaling is addressed. The paper models the uncertainty in the execution times of the tasks but does not consider the heterogeneous aspects of IaaS.

Task scheduling is NP-hard so reasonable approximations to model the problem, and scalable algorithms for its solution, are sought [15]. To design a scalable algorithm we use a steady-state scheduling algorithm within the resource provisioning problem. A motivation for using steady-state scheduling is given in [16]. Our steady-state model is inspired by the Linear Programming Affinity Scheduling (LPAS) algorithm [17].

The performance variation within the cloud, from instance to instance, is high compared to traditional hardware as studied in [18]–[20]. In [18], the measured coefficient of variation (CoV) was up to 24% for Amazon Web Service’s EC2 instances. They also showed that the distribution of instance performance can be bi-modal. Co-location of instances on the same physical hardware can cause variation in performance of up to 2.5 times [20]. Another surprising finding is that IO contention between VMs can cause up to a factor of 5 in performance degradation [19]. In [21], some uncertainty in the performance of an instance was taken into account when determining both a set of instance types and task schedule via a particle swarm optimization problem.
Due to this inherit uncertainty in cloud instance performance and task arrivals, the stochastic nature of the problem cannot be ignored. Stochastic programming is the approach we take to rigorously account for the stochastic nature of the problem [22]. Stochastic programming has been used for capacity expansion in telecommunications systems [23] which is a similar application to computational resource provisioning.

3 Steady-State Model

Often there are millions of tasks and thousands of machines in large scale scheduling problems. To build scheduling and planning algorithms that have manageable run times for large problems, we use a steady-state formulation of the problem. This formulation focuses on the behavior of the system on average and avoids considering the scheduling of each task onto a particular machine. The steady-state model allows our algorithm’s computational complexity to be independent of the number of tasks and machines in the problem. To build a compact steady-state model, we assume that the tasks of the workload can be grouped into a relatively small number of task types. All tasks belonging to a task type have similar run time and power consumption properties. This is often the case in scientific workloads. For instance, Monte Carlo simulations consist of a large number of tasks in the workload that can usually all be considered a single task type. Machines (or instances in the cloud) have a similar natural grouping called machine types (or instance types in the cloud). Task types and machine types will be used to reduce the computational complexity and enable a steady-state formulation of the problem.

The following steady-state model can be used for either determining which instance types to launch for cloud resource provisioning or determining which physical machines to purchase. Let there be \( T \) task types and \( M \) machine types. Let \( \text{ETC}_{ij} \) be the estimated time to compute (ETC) a task of type \( i \) running on a machine of type \( j \). Likewise let \( \text{APC}_{ij} \) be the average dynamic power consumption of a task of type \( i \) running on a machine of type \( j \). The static power consumption of a machine of type \( j \) is given by \( \text{APC}_{0j} \). The ETC and APC matrices are commonly used in scheduling applications for HC systems. These matrices are often found by benchmarking the tasks. To model machines being turned off when not in use let \( \text{APC}_{0j} = 0 \).

This steady-state model can be used for either cloud provisioning or physical hardware purchasing by correctly defining the cost of the machines. Let \( \beta^b_j \) be the buying price or cost of a machine of type \( j \). For the physical hardware purchasing problem, the cost is the total cost of ownership of the hardware (likely on a depreciation schedule) including support and maintenance. The cost for a cloud instance is its cost per unit time that a user pays for running an instance of type \( j \). Let \( \beta^s_j \) be the selling price of a machine of type \( j \). The selling price is only applicable to the purchasing of physical hardware. Typically \( \beta^b_j > \beta^s_j \geq 0 \).

Cloud IaaS providers often limit the number of instances a user can have without prior approval. Let \( M^\text{cur}_j, M^\text{min}_j, \) and \( M^\text{max}_j \) be the current, minimum, and maximum number of machines of type \( j \), respectively. Let \( M^\text{min} \) and \( M^\text{max} \) be the overall minimum and maximum number of machines, respectively. These parameters can be used to require the solution to adhere to those type of restrictions. When purchasing physical hardware these parameters may map to restrictions on the number of rack units available. Let \( M^b_j \) \( M^s_j \) be the number of machines of type \( j \) to buy and sell, respectively. The total number of machines of type \( j \) is then \( M_j = M^\text{cur}_j + M^b_j - M^s_j \). Due to the buying price being higher than the selling price, it makes no sense to buy and sell the same machine type.

Each task that is completed earns a reward based on the task type. Let \( r_i \) be the reward earned for completing a task of type \( i \). The number of tasks of type \( i \) arriving per unit time is given by \( \lambda_i \).

To compute the reward rate, failure rate, and power consumption, one must have a schedule that maps tasks to machines. In thesteady state, it is sufficient to know the fraction of time a task of type \( i \) is running on a machine of type \( j \). Let \( p_{ij} \) be this fraction of time. The matrix \( p \) is referred to as the schedule as it denotes the fraction of time each task type will be running on each machine type.

Sometimes it is useful to control the system failure rate. Machine failures when not executing a task are ignored as they have little consequence. Let \( \nu_j \) be the failure rate of a machine of type \( j \) then the overall system failure rate is \( \sum_i \sum_j \nu_j M_j p_{ij} \).

The optimization problem to determine the number of machines to buy and sell (i.e., \( M^b \) and \( M^s \)) and the resultant schedule (i.e., \( p \)) when maximizing the reward rate is given by:

\[
\text{maximize } \sum_i r_i \sum_j \frac{1}{\text{ETC}_{ij}} M_j p_{ij} \quad (1a)
\]

subject to:
\[
\forall j \quad M^b_j \geq 0, M^s_j \geq 0 \quad (1b)
\]
\[
\forall i \quad \sum_j \frac{1}{\text{ETC}_{ij}} M_j p_{ij} \leq \lambda_i \quad (1c)
\]
\[
\forall j \quad \sum_i p_{ij} \leq 1 \quad (1d)
\]
\[
\forall i, j \quad p_{ij} \geq 0 \quad (1e)
\]

The optimization problem in (1) will maximize the the reward earned per unit time, namely the reward rate. The number of machines to buy and sell is required to be nonnegative, (1b). The arrival rate constraint is given by (1c). The machine utilization constraint, (1d), ensures that machines work no more than 100 % of the time on processing tasks. The last constraint, (1e), ensures that the fraction of time a machine is processing tasks is nonnegative.

The optimization problem in (1) has a non-linear objective (1a) and a non-linear constraint (1c) due to the terms that contain \( M_j p_{ij} \). Both \( M_j \) and \( p_{ij} \) are decision variables in the optimization problem. Solving non-linear optimization problems is considerably more computationally expensive than linear optimization problems. Fortunately, this non-linear problem can be transformed into an equivalent linear optimization problem. One can replace \( M_j p_{ij} \) with a single variable, \( \tilde{p}_{ij} \). The variable \( \tilde{p}_{ij} \) can be interpreted as the
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∀ \lem in (1) to a linear optimization problem, the steady-state power) and constraints, and converting the non-linear problem into a bound on the upgrade cost with budget optimization problem (3) has three additional constraints often beneficial to include bounds on the objective function. The constraints in the original problem correspond to (3d) to (3g). It is found with a small value for random variables. In practice an accurate model can be useful in representing the components of the task types’ properties. The second component allows for arbitrary task machine affinity [25]. This minimal heterogeneity within the system. The second objective is the system failure rate. The third objective is the power consumption of the system including static power consumption.

The constraints (3b) and (3c) limit the number of machines of each type and total, respectively. The constraints in the original problem correspond to (3d) to (3g). It is often beneficial to include bounds on the objective functions in multi-objective optimization problems. The linear optimization problem (3) has three additional constraints corresponding to a bound on the upgrade cost with budget \beta, a failure rate bound \nu_{\text{max}}, and a power consumption bound \P_{\text{max}} as constraints (3h) to (3j).

The optimization problem in (3) is a linear programming problem [24]. Single objectives of this problem can be quickly solved with either the simplex algorithm or interior point algorithm. A discussion of how to solve the multi-objective problem is presented in Section 8.

The computational complexity of optimally solving a single objective of the linear programming problem in (3) is the square of the number of constraints multiplied by the number of decision variables [24]. The number of non-trivial constraints is 4M + 4 and the number of decision variables is M + M + TM. Therefore, solving the linear program via the simplex algorithm would have a computational complexity of \mathcal{O}((4M + 4)^2(TM + 2M)). The computational complexity does not depend on the number of machines or tasks. Instead the complexity depends only on the number of types of machines and types of tasks used in the model.

4 PARAMETER UNCERTAINTY MODEL

4.1 Overview

Uncertainty is a fact of life. Few parameters are known perfectly, so employing (3) is difficult because the effect of the unknown parameters on the solution is hard to ascertain. A model of the uncertainty in the parameters is needed to rigorously find and evaluate the solution to (3). A major source of uncertainty is the execution time and power consumption of the tasks running on the various machines. Subsection 4.2 describes a model that decomposes ETC and APC into parts. These parts are used in Subsection 4.3 to model the randomness in the system due to uncertainty in execution time.

4.2 Execution Time and Power Consumption Models

This model decomposes ETC into a linear combination of abstract computational operations. As we will see, these abstract operations need not map to physical (machine) instructions.

Let the number of abstract operation types be \L, which is as small as possible to permit a sufficiently accurate model. Let \eta_{il} be the number of abstract operations of type \L necessary to complete a task of type \i. Let \tau_{ij} be the time to complete one abstract operation of type \L on a machine of type \j. Then the \ETC_{ij} = \sum_l \eta_{il} \tau_{ij}. In matrix form this is

\ETC = \eta \tau .

This model can represent task heterogeneity and machine heterogeneity within the ETC matrix. For \L > 1, the model allows for arbitrary task machine affinity [25]. This minimal model is a mixture model that has the necessary properties for characterizing the execution time characteristics of an HC system. The model splits the ETC into two components. The first component is \eta that represents the size of the tasks in terms of operations and is only dependent on the task types’ properties. The second component \tau is a property of only the machine types. This decomposition is useful in representing the components of ETC as correlated random variables. In practice an accurate model can be found with a small value for \L.

The APC matrix can be decomposed similarly. Let \psi_{ij} be the dynamic energy to execute an abstract operation of type \L on a machine of type \j. The energy of type \L abstract operations is then \eta_{il} \psi_{ij}. The total energy can be computed as \sum_l \eta_{il} \psi_{ij}. The total average dynamic power consumption is

\APC_{ij} = \frac{\sum_l \eta_{il} \psi_{ij}}{\sum_l \eta_{il} \tau_{ij}} .
Equation (5) can be represented in matrix form, where division is element-wise, as

\[ \text{APC} = \frac{\eta \psi}{\eta \tau} . \tag{6} \]

Generally only ETC and APC are available so the above model parameters, namely \( \eta, \tau, \) and \( \psi, \) must be derived. These three parameter matrices have all nonnegative elements. The first step is then to compute the nonnegative matrix factorization (NNMF) of ETC to find \( \eta \) and \( \tau \) [26]. The NNMF is similar to the singular value decomposition but the NNMF produces nonnegative matrices for the decomposition. The energy can be written as \( \text{APC} \times \text{ETC} = \eta \psi \) so we can approximate \( \psi \) via least squares. In the E3 environment, described in Subsection 9.4, the relative errors from this approach for ETC and APC are 0.8\% and 1.5\%, respectively.

Recall that for a task of type \( i \) running on a machine type \( j \) the run time is \( \sum_l \eta_{il} \tau_{lj} \). Each term in the summation is the time that a particular abstract operation \( l \) is running. These abstract computational operations are found by decomposing the ETC matrix with a given number of abstract operation types \( L \). These abstract operations represent resource bound operations within a computing system including CPU operations, disk and/or network I/O operations, and memory. The algorithm provides no mapping from abstract operation to an actual operation or a set of operations, however the algorithm does provide the correlation among task type run times.

### 4.3 Parameter Distributions

The dominant sources of uncertainty are generally from the arrival rates \( \lambda, \) ETC, and APC parameters. If the probability distributions of the ETC and APC model are known then they can be used directly. If instead only the CoV of ETC is known then the following procedure can be used to estimate the variances of the elements of \( \tau \). Here we assume that all the uncertainty is in the machines and not in the tasks as was discussed in [18].

The mean and variance of the ETC entries are

\[ E[ETC_{ij}] = \sum_l \eta_{il} E[\tau_{lj}] \tag{7} \]
\[ \text{Var}[ETC_{ij}] = \sum_l \eta_{il}^2 \text{Var}[\tau_{lj}] \tag{8} \]

assuming all the elements of \( \tau \) are independent. Using the definition of CoV, then substituting from (8), and finally squaring both sides we have the following three equations

\[ \sqrt{\text{Var}[ETC_{ij}]} = \text{CoV}_{ij} E[ETC_{ij}] \tag{9} \]
\[ \sum_l \eta_{il}^2 \text{Var}[\tau_{lj}] = \text{CoV}_{ij} E[ETC_{ij}] \tag{10} \]
\[ \sum_l \eta_{il}^2 \text{Var}[\tau_{lj}] = \text{CoV}_{ij}^2 E^2[ETC_{ij}] . \tag{11} \]

Converted to matrix form this is

\[ \eta^2 \sigma^2 = \text{CoV}^2 \times \text{ETC}^2 \tag{12} \]

where the squares are element-wise. One can then compute \( \sigma^2 \) via least squares. For the E3 environment described in Subsection 9.4 the relative error of this approach is 0.8\% for the variance of \( \tau \).

Nearly any probability distribution can be used within the stochastic programming formulation to model uncertainty. Even multi-modal distributions can be used. The parameters in the steady-state model are averages of execution times and arrival rates. There are no parameters that model temporal changes in arrival rate as it is a steady-state model. Thus, for our simulations we used uniform distributions for all uncertain parameters. Each uniform distribution is specified by a mean and a variance. To ensure the mean is preserved and that parameters only takes on positive values, the variance was capped as necessary.

### 5 Stochastic Programming

Stochastic linear programming is an extension of linear programming, where some of the coefficients in the objective and the constraints are random variables. For more information on stochastic programming see [27].

The particular stochastic program we use is the recourse problem (RP) given in standard form as

\[
\begin{align*}
\text{minimize} & \quad c^T x + E \xi \left[ Q(x, \xi) \right] \\
\text{subject to:} & \quad Ax = b \\
& \quad x \geq 0 \\
\end{align*}
\]

\[ \text{such that:} \quad T(\xi) x + W(\xi) y(\xi) = h(\xi) \]

\[ y(\xi) \geq 0 \]

where \( \xi \) is a random vector representing the uncertain parameters.

For the RP in (13), the first stage decision variable, \( x \) is a flattened version of \( M^{15} \) and \( M^{8} \). The second stage decisions, \( y \) are flattened versions of the schedule \( p \). The constraints of the steady-state model that contain random parameters or elements of \( p \), namely (3e) to (3g), (3i) and (3j) are represented by \( T, W \), and \( h \). The constraints without any random variables and thus no dependence on the scenarios, (3b) to (3d) and (3h), define \( A \) and \( b \) in (13). The objective coefficients are separated in a similar way. The coefficients that are deterministic are incorporated into \( c \) and the coefficients that are random are incorporated into \( q \).

This linear RP is similar to a linear program except for the expectation of the value function, \( Q(x, \xi) \), in the objective. The RP in (13) is known as a two-stage RP. The optimization problem finds the optimal \( x \) that minimizes the sum of the linear function \( c^T x \) and the expectation of \( Q(x, \xi) \).

\[ \text{This second stage optimization problem finds optimal} \ y \ \text{given a fixed realization of} \ \xi. \ \text{The random vector} \ y \ \text{is known as the recourse decision vector. This RP finds a robust solution for} \ x \ \text{in the sense that the objective value will on average be minimal when the optimal value of} \ x \ \text{is used. The solution} \ x \ \text{is robust to unknown values of the parameters} \ \xi. \ \text{The vector} \ x \ \text{is often referred to as a strategy of the RP}.

There are many ways to solve stochastic programs. We will only describe a rather versatile approach to solving

\[ \text{This formulation of the value function is risk neutral. Risk seeking} \]

\[ \text{and risk averse formulations are also possible.} \]
large scale stochastic programs that utilizes sample average approximation (SAA) to build the deterministic equivalent program (DEP). The primary issue with stochastic programming is accurately computing the expectation in the objective function. The SAA approach uses many samples of $\xi$ to compute the expectation as a sample average. Realizations of $\xi$ are called scenarios. The process of creating scenarios is known as scenario generation. When using SAA, generating a reasonably small set of representative scenarios is important. Let there be $K$ scenarios. For scenario $k$, let the probability of occurring be given by $p_k$. With SAA, the scenarios are generated by randomly sampling $\xi$ according to its distribution, thus all the samples are equally probable. The expectation operator is linear and is applied to a linear function, namely $q^T y(\xi)$. This lends itself to a linear program that is much larger, yet is equivalent to the stochastic program (in the limit as $K \to \infty$) given in (13). The DEP is given by

$$\begin{align*}
\text{minimize} & \quad c^T x + p_1 q_1^T y_1 + \cdots + p_K q_K^T y_K \\
\text{subject to:} & \quad A x = b \\
& \quad T_1 x + W_1 y_1 = h_1 \\
& \quad \vdots \\
& \quad T_K x + W_K y_K = h_K \\
& \quad x, y_1, \ldots, y_K \geq 0.
\end{align*}$$

(14)

Each scenario (i.e., realization of the $\xi$) defines a set of matrices $T_k$ and $W_k$, and vectors $q_k$ and $h_k$. Each scenario also introduces a new vector of decision variables $y_k$ into the problem.

The SAA is an unbiased estimator of the mean. In practice, it converges to the mean quickly in $K$. The DEP can have a large number of variables and constraints. For very large problems a technique called the L-method can be used to exploit the block structure of the constraint matrix to distribute the work of solving the linear program to many nodes [28].

The problem is broken into two coupled decisions. The first is what to provision or purchase, namely $M_B$ and $M_S$. Then the random variables in the problem are realized and the second decision, known as the recourse decision, can be made. For this work, the random variables are the arrival rates, execution times, and power consumption, but virtually any other parameter in the model can be converted to a random variable. The recourse decision involves selecting the schedule $p$ that is optimal for the actual arrival rates, execution times, and power consumption of the tasks.

6 Value of Information

To provide insight into different decision making approaches, we will evaluate other approaches besides the standard RP. Let $z(x, \xi)$ be the objective value using the optimal second stage decision given the first stage decision $x$ and a particular scenario $\xi$.

The wait-and-see (WS) solutions are found by waiting until $\xi$ is realized then computing the optimal solution.

$^2$The cloud resource provisioning problem is a two-stage stochastic program with relatively complete recourse [27].

Formally, the objective value of the WS solution is given by

$$WS = E_\xi \left[ \min_x z(x, \xi) \right].$$

(15)

This objective value is generally unachievable because it requires perfect information about the random variable. Thus, it provides an unachievable lower bound on the problem.

The RP is found by solving (13) or (14). The objective value of the RP is given by

$$RP = \min_x E_\xi [z(x, \xi)].$$

(16)

This objective value is achievable and is the optimal strategy or solution to the problem.

An optimization problem that is often used in lieu of the RP is the expected value problem. This problem is also known as the mean value problem (MVP) because it uses only the means of all parameters to pose the optimization problem. Specifically the objective value for the MVP is

$$EV = \min_x E [z(x, E_\xi(\xi))].$$

(17)

Let $x_{EV}$ be the optimal solution to the MVP in (17). To compare this solution to the WS and RP solutions one has to take the expected value over $\xi$ of using $x_{EV}$. Specifically this is

$$EEV = E_\xi [z(x_{EV}, \xi)].$$

(18)

This equation uses the optimal second stage decision that is using a potentially suboptimal (based on the mean value of the parameters) decision for the first stage.

There are two standard measures used to compare these three standard approaches. The first is the expected value of perfect information (EVPI) defined as $EVPI = RP - WS \geq 0$. The second is the value of the stochastic solution (VSS) defined as $VSS = EVV - RP \geq 0$. The EVPI is the amount the objective value for the RP, on average, would be lowered (i.e., improved) if the random vector $\xi$ is known perfectly. VSS is the expected improvement in the objective value over the MVP if the uncertainty in the parameters is handled properly by using the RP.

7 Traditional Heuristic Strategies

Traditional strategies for purchasing hardware or provisioning cloud resources usually involve selecting the single machine that has the “best” desired property. Often the price and performance are used to select the machine to purchase. For comparison, we define two common heuristics followed by one heuristic specific to our problem formulation. For each heuristic, the machine type to purchase, $j^*$, is selected by

$$H1: \quad j^* = \arg \max_j \frac{1}{\beta_j} \sum_i ETC_{ij}$$

$$H2: \quad j^* = \arg \max_j \frac{1}{\beta_j} \sum_i ETC_{ij}$$

(19)

$$H3: \quad j^* = \arg \max_j \frac{1}{\beta_j} \sum_i \lambda_i r_i \frac{1}{ETC_{ij}}$$

The three heuristics will be referred to as H1, H2, and H3. For the selected machine type, the next step is to find the maximum number of machines that do not violate any
constraints (such as budget and power). The strategy is simply to let \( M^d \) equal the maximum number of machines of that type that is feasible.

The first heuristic, H1 selects the machine that performs the best across all task types. Heuristic H2 uses the price and performance ratio to select the machine to purchase. Heuristic H3 weights the machine performance by the arrival rate and the reward for each task type. There are clear limitations of these heuristics in terms of flexibility and performance. H1 and H2 do not consider workload or differing reward between task types. None of the heuristics incorporate reliability or the option to potentially sell machines. The results in Section 9 will show, typically the best solution is found by combining multiple machine types to match the load. None of the heuristics account for uncertainty in the parameters.

These strategies simply define the first stage of the problem. They do not describe how to schedule the tasks after such a purchasing strategy is executed. To provide a fair comparison, we use the optimal schedule from the MVP given that this particular strategy was chosen. Then after such a purchasing strategy is executed.

8. Multi-Objective Stochastic Programming

8.1 Introduction

The RP derived from the base problem in (3) is a multi-objective stochastic programming problem. In this section, we extend the scalar stochastic programming problem described in Section 5 to the multi-objective case [29], [30].

Multi-objective optimization is challenging because there is usually no single solution that is superior to all others. Instead, there is a set of superior feasible solutions that are referred to as the non-dominated solutions [31]. When all objectives are to be minimized, a feasible solution \( x_1 \) dominates a feasible solution \( x_2 \) when

\[
\forall d \quad f_d(x_1) \leq f_d(x_2) \quad \exists d \quad f_d(x_1) < f_d(x_2)
\]

where \( f_d(\cdot) \) is the \( d \)th objective function. Feasible solutions that are dominated are generally of little interest because one can always find a better solution from the non-dominated set. The non-dominated solutions, also known as outcomes and efficient points, compose the Pareto front.

There are many techniques for solving multi-objective optimization problems. For linear optimization problems, there are two primary approaches. The first is known as Benson’s algorithm that iteratively refines the Pareto front [32], [33]. The second is a technique that converts the multi-objective problem into a set of scalar optimization problems through a process called scalarization. There are many scalarization techniques but most are specializations of Pascoletti-Serafini scalarization [34], such as the weighted sum algorithm. We use the weighted sum algorithm, described in Subsection 8.2, to compute the Pareto front for the multi-objective stochastic program.

8.2 Weighted Sum Algorithm

The weighted sum algorithm forms the positive convex combination of the objectives and then sweeps the weights to generate the Pareto front [35]. The optimization problem in (14) is linear and convex, thus by Theorem 3.15 in [36] the weighted sum algorithm can find all of the non-dominated solutions.

Consider a \( D \)-objective optimization problem. Let the weight vector be \( \omega \) that is used to combine the objectives. To avoid a degenerate objective function, exclude \( \omega = 0 \) from the set of weights by imposing a somewhat arbitrary constraint that the \( \sum_{i=1}^D \omega_i = 1 \). The vector \( \omega \) is in a \( D-1 \) dimensional linear subspace of \( \mathbb{R}^D \).

The first step in the weighted sum algorithm is to compute the utopia and nadir points. Let the optimal solution vector for objective \( d \) be \( q^d = \arg \min f_d(\cdot) \). The \( d \)th element of the utopia and nadir points are then computed as

\[
\forall d \quad y^d_{\text{utopia}} = \min \left( f_d(q^1), \ldots, f_d(q^D) \right) = f_d(q^d) \quad (21)
\]

\[
\forall d \quad y^d_{\text{nadir}} = \max \left( f_d(q^1), \ldots, f_d(q^D) \right) . \quad (22)
\]

In other words, the utopia point is the best possible value for all objectives and the nadir point is the worst possible value from optimizing each objective individually. These two vectors are used to normalize the objective functions to better span the space. The utopia and nadir points also remove all units from the objective making the scalarized objective unitless. The normalized objective function is defined as

\[
\bar{f}(x) = \frac{f(x) - y^\text{nadir}}{y^\text{utopia} - y^\text{nadir}} \quad (23)
\]

where the division is taken to be element-wise.

The second step in the weighted sum algorithm is traditionally performed by recursively combining the objectives while ensuring that the weights sum to one [35]. Let \( \omega^1 = 1 \), then the recursion is

\[
\forall d = \{2, 3, \ldots, D\} \quad \omega^d = \left[ \frac{\alpha_{d-1} \omega^{d-1}}{1 - \alpha_{d-1}} \right] \quad (24)
\]

The final weight vector is \( \omega^D \in \mathbb{R}^D \). To sweep the space, each \( \alpha_d \) is varied uniformly from 0 to 1. This approach produces duplicate weight vectors and performs non-uniform sampling in the subspace defined by \( \sum_{i=1}^D \omega_i = 1 \).

The orthogonal weighted sum algorithm finds an orthonormal basis (i.e., spanning set) for the null space of \( 1_D \) and sweeps independently in the \( D-1 \) dimensional space defined by the basis vectors. Weight vectors with any negative components are dropped. This sweeps the subspace uniformly, therefore, it does not prefer any objective to any other. To ensure the whole space is swept, one must sweep \( \alpha_d \) from \( -\Delta \) to \( +\Delta \) where \( \Delta = \sqrt{1 - \frac{1}{D^2}} \).

The third step in the weighted sum algorithm is to solve the optimization problem for each weight computed in step two. Specifically, for each \( l \) solve

\[
\min_x \omega_l^T \bar{f}(x) \quad (25)
\]

to find the Pareto front.

To compare the recursive and the orthogonal sweeping methods, Fig. 1 shows the weights in the subspace where the weights sum to one. The recursive algorithm in Fig. 1(a).
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Fig. 1: Comparison of the recursive and the orthogonal weights drawn in the 2D plane that they span: The recursive algorithm unnecessarily puts more samples in the bottom right quadrant while the orthogonal algorithm more uniformly spans the space thus making better use of a limited number of samples.

8.3 Confidence Regions

While solving a single stochastic programming problem it is useful to know the quality of the solution. To increase the quality of the solutions, the number of generated scenarios $K$ can be increased but only at the cost of increased run time of the linear programming solver.

Confidence intervals are often used as a measure of the quality of these types of algorithms. For multi-objective optimization, a multi-dimensional confidence region is necessary. By the central limit theorem, the sample mean will necessarily converge to the multivariate normal distribution as $K \to \infty$. By the central limit theorem, the sample mean will converge to the multivariate normal distribution as $K \to \infty$. By the central limit theorem, the sample mean will converge to the multivariate normal distribution as $K \to \infty$. By the central limit theorem, the sample mean will converge to the multivariate normal distribution as $K \to \infty$. By the central limit theorem, the sample mean will converge to the multivariate normal distribution as $K \to \infty$.

Let $\bar{y}$ and $S$ be the sample mean and unbiased covariance matrix of the samples of $Q(x, \xi)$, respectively. Then the $100(1 - \alpha)$% confidence region of the true mean, $\mu$, is defined by

$$\begin{align*}
(\bar{y} - \mu)^T S^{-1}(\bar{y} - \mu) \leq \frac{(n - 1)p}{(n - p)n} F_{p,n-p}(1 - \alpha)
\end{align*}$$

where $F_{p,n-p}(\cdot)$ is the inverse CDF of the F-ratio distribution with $p$ numerator and $n - p$ denominator degrees of freedom [37]. The boundary of the confidence region is an ellipse in 2D and an ellipsoid in 3D. In 1D, (26) collapses down to regular confidence intervals. Confidence regions will be plotted in Section 9.

9 Results

9.1 Overview

Three very different environments are used to analyze the behavior of the proposed algorithms for resource provisioning. The heuristic-based algorithms H1, H2, and H3, and the RP that uses stochastic programming are compared. The first environment is a small example used to illustrate the behavior of the algorithms. The second environment is a larger environment. The third environment was built based on benchmark data. A complete description of the source code, system parameters, and simulation results are available in the supplementary material to aid in reproducibility. The data is provided as CSV and JSON files with further details available in the accompanying README.txt file.

The steady-state model and the scenario generation are written in C++. To generate the DEP in (14) the Coin-OR Stochastic Modeling interface (SMI) is used [38]. The underlying linear programming problem is solved with the Coin-OR Linear Programming (CLP) solver [39]. CLP is a high quality open-source solver written in C++. All the simulations where run on an Apple MacBook Pro Mid 2014, 2.2 GHz Intel Core i7. The solver is single threaded so timing results are for one core.

To compare MVP, RP, and WS against the heuristics described in Section 7, one must be able to compute all the objectives including reward rate. The reward rate is a function of the steady-state schedule. To allow heuristics to perform as best as possible we use the optimal schedule from the steady-state model by solving a linear programming problem where the $M^B$ is fixed by the heuristic and $M^S = 0$. When computing the expected objective values the optimal schedule is used for each scenario.

9.2 Highly Heterogeneous Environment (E1)

This environment is composed of two task types and three machine types. The ETC matrix is given in Table 1. Machine types 1 and 3 are special purpose machines and machine type 2 is a general purpose machine. Machines of type 1 can execute tasks of type 1 rapidly but are slow to process tasks of type 2. The reverse is true for other special purpose machine type (i.e., type 3).

<table>
<thead>
<tr>
<th>TABLE 1: ETC for E1</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
</tr>
<tr>
<td>T1</td>
</tr>
<tr>
<td>T2</td>
</tr>
</tbody>
</table>

The cost for each type of machine is one per unit time (e.g., $1/\text{hour}$ instance on AWS EC2 for a particular instance type). One task of each task type arrives (on average) every time unit. There are no pre-existing machines in the environment. The power and failure rate constraints are inactive. The only uncertainties in this environment are the arrival rates of the tasks. The arrival rate for tasks of type 1 is uniform from 0 to 2. For tasks of type 2 the arrival rate is uniform from $1 - 0.547$ to $1 + 0.547$. The budget is set to 3.5 so a total of 3.5 machines can be purchased.
Table 2 shows the number of machines of each type that the algorithms chose. All three heuristics select machine type 1 to buy because it has the highest machine performance (19). Machine type 3 is the other special purpose machine but it has a slightly lower machine performance, therefore, is not selected by the heuristics. The MVP and RP both select the special purpose machines but they differ on quantity of the machines.

<table>
<thead>
<tr>
<th>TABLE 2: Solutions for E1</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
</tr>
<tr>
<td>----</td>
</tr>
<tr>
<td>M1</td>
</tr>
<tr>
<td>M2</td>
</tr>
<tr>
<td>M3</td>
</tr>
</tbody>
</table>

Fig. 2 shows the performance of the three heuristics (H1, H2, and H3), MVP, RP, and WS. Fig. 2(a) shows the reward rates when using the mean value of the parameters for evaluating the reward rate based on the model in Section 3. The WS solution is not available because there is one solution (e.g., buying strategy) for each scenario and not one solution for all scenarios. This is the same reason why the WS algorithm is not realizable but can be used as an upper bound on performance. The heuristics all achieve a reward rate of about 1.0 because they can only efficiently process tasks of type 1, the reward per task is 1.0, and the mean arrival rate is 1.0. The MVP and RP purchase machines of different types and achieve the maximum achievable reward rate of 2.0.

Fig. 2(b) shows the expected value of the reward rate. This is the average reward one could expect if the given algorithm was employed to select the machines to purchase. All the solutions use the full budget that was allotted. The VSS and EVPI are also shown in the figure. The MVP and RP perform much better than the heuristics because the heuristics only choose one special purpose machine. The RP performs 13.8% better than the MVP indicated by the VSS. This is due to RP selecting more of machine type 1 because task type 1 has a much larger uncertainty in the arrival rate compared to task type 2. In this example the EVPI is very small indicating that having fully realized parameters would not improve the solution any further than what the RP already found.

The budget has a strong influence on the expected reward rate. Fig. 3 shows the expected reward rate for the algorithms for different values of the budget. The results are averaged over ten Monte Carlo trials with 3,000 scenarios each. With no budget, there is no possibility of any reward. As the budget increases the reward increases until the maximum achievable reward rate is reached at 2.0. The heuristics flatten out at around 1.0 because they only process tasks of type 1. As the budget increases the heuristics buy more machines of type 1 but provide no value. The MVP starts hitting a limit on the reward rate once it has enough budget to purchase all the necessary machines to run the average number of tasks. The MVP does not consider the uncertainty in the arrival rates and so has no means of being robust against this uncertainty. The RP, on the other hand, fully considers the uncertainty in the arrival rates to make the best use of the budget.

9.3 Medium Sized Problem (E2)
Environment E2 has ten task types and five machine types. The number of abstract operations is set to two. This environment is a representative system and workload used to show some interesting properties of the different approaches. In this environment, the arrival rates, $\eta$, $\tau$, and $\psi$ are all stochastic with known means and a CoV of 100%. There are ten machines of type five in the initial environment that can be retained or sold by the algorithms. The ETC matrix is given in Table 3.
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existing type five machines where sold.

TABLE 4: Solutions for E2

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>MVP</th>
<th>RP</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>31.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10.</td>
</tr>
<tr>
<td>M2</td>
<td>67.3</td>
<td>67.3</td>
<td>8.5</td>
<td>26.9</td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>11.5</td>
</tr>
<tr>
<td>M4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-10.8</td>
<td>-6.7</td>
</tr>
</tbody>
</table>

Similar to Fig. 2, the raw objective value and expected objective value are show in Fig. 5 for the E2 environment with 8,000 scenarios. When considering the performance of each algorithm using the mean of the parameters, Fig. 5(a), the MVP performs slightly better than all other algorithms. It even appears to outperform the RP solution. This is misleading because the mean of the parameters is not a good measure of the expected performance. It is only one possible realization of the parameters of the problem. Many more realizations or scenarios are possible that are completely ignored in this measure, however this is what is commonly used by practitioners. A better measure is the true expected reward rate shown in Fig. 5(b). Due to the steady-state model and the stochastic model presented in Sections 3 and 4, computing the expected reward rate is easily accomplished. The RP’s expected reward rate is over 13% (given by VSS) higher than the MVP and the heuristics. If the parameters could be perfectly known at the time of making the decision then an additional 26.2% (given by EVPI) improvement can be expected. The diversity in the machine types for the MVP and the RP allowed the resultant systems to better match the workload characteristics. In the case of the RP the workload was matched not only for the mean parameters but for nearly all possible realizations of the parameters. It is not clear how one could modify the heuristic based algorithms to better match the workload.

There are many possible scenarios that are possible in this environment. The RP is guaranteed to be the best performing solution on average but that does not imply it is the best for each possible scenario. Fig. 6 illustrates this by plotting the probability distribution of the relative improvement that RP has over the other algorithms (i.e., H1, H2, H3, MVP). The width of the glyphs represent the normalized probability density of the relative increase in reward rate. The RP can out perform the H1 heuristic by up to 300%. For some scenarios, RP can also underperform H1 by 40%. However, on average, RP produces significantly higher reward rates as seen by the positive mean of the distribution and by Fig. 5(b).

9.4 Benchmark Based Environment (E3)

This environment is based on a set of five benchmark applications that were run on nine different types of hardware. The execution time and power consumption was recorded for these systems [40]. Not all the task types represent traditional HPC workloads, but the benchmarks serve as a good baseline of tasks that utilize the servers in vastly different ways. The servers used include AMD and Intel

To understand how the stochastic programming approach scales, Fig. 4 shows the confidence in the solutions and run time for solving the RP for various numbers of scenarios. The results shown in Fig. 4 are the average of ten Monte Carlo trials. The one-sided confidence interval in Fig. 4(a) shows that a ±1.2% confidence can be obtained after about 8,000 scenarios. It takes only about four minutes to compute that solution. These algorithms are meant to be used offline to aid in purchasing decision so these run times are reasonable.

The solutions from the different algorithms is in Table 4. The heuristics only select a single machine type to buy and retain all 10 machines of type five. H2 and H3 both decided on the same machine to purchase so they have identical results in Fig. 5. The MVP solution chose mostly machines of type three, but some type 2 machines were selected. The MVP solution decided to sell all 10 of the existing type five machines indicated by the minus sign. The RP picks mostly type 2 machines but some of type 1 and 3. Only 6.7 of the

TABLE 3: ETC for E2

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>101</td>
<td>30</td>
</tr>
<tr>
<td>T2</td>
<td>15</td>
<td>30</td>
<td>30</td>
<td>300</td>
<td>90</td>
</tr>
<tr>
<td>T3</td>
<td>50</td>
<td>101</td>
<td>11</td>
<td>1010</td>
<td>303</td>
</tr>
<tr>
<td>T4</td>
<td>50</td>
<td>101</td>
<td>100</td>
<td>1010</td>
<td>303</td>
</tr>
<tr>
<td>T5</td>
<td>505</td>
<td>1010</td>
<td>1001</td>
<td>10100</td>
<td>3030</td>
</tr>
<tr>
<td>T6</td>
<td>15</td>
<td>30</td>
<td>12</td>
<td>300</td>
<td>90</td>
</tr>
<tr>
<td>T7</td>
<td>55</td>
<td>110</td>
<td>110</td>
<td>1100</td>
<td>330</td>
</tr>
<tr>
<td>T8</td>
<td>17</td>
<td>34</td>
<td>16</td>
<td>340</td>
<td>102</td>
</tr>
<tr>
<td>T9</td>
<td>6</td>
<td>11</td>
<td>10</td>
<td>110</td>
<td>33</td>
</tr>
<tr>
<td>T10</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>30</td>
</tr>
</tbody>
</table>
architectures ranging from four to twelve cores. The method in [41] was then used to increase the number of task types to ten. This environment has nine machine types and ten task types that define the ETC and APC matrices. The ETC matrix is shown in Table 5. The algorithm in Subsection 4.2 was used to generate $\eta$, $\tau$, and $\psi$. Based on [18], the CoV for the ETC elements was taken to be 25%. The algorithm in Subsection 4.3 is used to generate the variance of $\tau$.

The number of abstract operations, $L$, is set to three. The arrival rates have a known mean with a CoV of 25%. There is no power constraint in this environment. The budget is $400,000 with the average machine costing $3,183, thus hundreds of machines are provisioned by the algorithms.

Table 5 shows the solution for each of the algorithms. All the proposed algorithms can be solved with integer constraints on these variables however at a huge computational cost. Even though the number of machines is fractional, a simple rounding policy can easily be applied to the solutions in Table 6 when integers are required with negligible effect on the reward rate.

Table 6: Solutions for E3

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>MVP</th>
<th>RP</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.13</td>
<td>0</td>
</tr>
<tr>
<td>M2</td>
<td>0</td>
<td>168.8</td>
<td>168.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.3</td>
</tr>
<tr>
<td>M4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M6</td>
<td>121.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
</tr>
<tr>
<td>M7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.3</td>
</tr>
<tr>
<td>M8</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>M9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.1</td>
<td>0</td>
</tr>
</tbody>
</table>

All the heuristics spend the entire budget and still perform worse than MVP and RP. The MVP solution does not use all the available budget. In fact, it only used $299K of the budget. This is because the MVP solution does not provision for the uncertainty in the arrival rates of tasks nor in the
machine performance. In the MVP formulation, there is no benefit to buying more machines once the workload can be handled hence it does not use all the available budget. The MVP has extra degrees of freedom to improve the solution but has no practical way of determining how to best select the machines. From the MVP perspective, the algorithm is already achieving maximal reward. The RP takes the uncertainty of the arrival rates and the machines into account and can achieve the same performance as the MVP solution but at a lower cost of $274K. The RP solution uses many different types of machines to reduce the cost and still achieve the optimal performance. The upgrade cost under the WS solution is the cost one would pay on average if they could select the machines after knowing precisely the execution time of each task type on all machine types and the arrival rates of the tasks.

9.5 Pareto Fronts

Pareto fronts are useful tools to quantify the trade-off between conflicting objectives. The weighted sum algorithm described in Subsection 8.2 is used to generate the Pareto front for the reward rate and power consumption objectives. Fig. 9 shows the Pareto front for the E3 environment with 1,000 scenarios. This took only eight minutes to compute. The solutions found by the weighted sum algorithm are blue dots. The 95% confidence regions are shown as red ellipses centered at the blue dots. The confidence regions are relatively small. The light blue shaded region is the feasible objective space for this problem. Objective values outside this feasible space are not possible due to one or more of the constraints in the problem. The feasible region is computed by solving the RP with

\[
\omega = \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix}
\]

(27)

for values of \( \theta \) from 0 to \( 2\pi \). More details on computing the feasible regions for linear programming problems is available in [42].

10 Conclusions and Future Work

Stochastic programming is a powerful tool that can be applied to make robust decisions in the midst of the inherent uncertainty in computing systems in both IaaS provider clouds and traditional environments. The linear steady-state model and representative stochastic model enables the use of an efficient two-stage stochastic program for solving the machine provisioning problem. The new algorithms were compared to heuristic based algorithms in a few different environments. The heuristic approaches tend to perform poorly when considering their average performance. The
RP produces the best quality solution on average compared to the heuristics and the MVP. The inherit uncertainty in the execution times and arrival rates necessitates algorithms that can incorporate random variables and their statistics. The RP can be used to reduce the upgrade cost for a computing system by exploiting the uncertainty in the environment while maintaining the optimal level of performance. The multi-objective optimization problem can be used to quickly generate Pareto fronts.

In the future, we would like to adapt this model to include aspects of spot pricing and the uncertainty surrounding the price of the instances. We would also like to adapt these concepts to existing cloud provisioning tools and computational models. Risk averse formulations are also possible that minimize the expected reward rate and the variance of the reward rate.

**ACKNOWLEDGMENTS**

This work was supported by Numerica Corporation, the National Science Foundation (NSF) under grants CNS-0905399 and CCF-1302693, and by the Colorado State University George T. Abell Endowment. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the NSF. A special thanks to Ryan Friese and Bhavesh Khemka for their valuable comments.

**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Number of task types</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of machine types</td>
</tr>
<tr>
<td>$i$</td>
<td>Task type</td>
</tr>
<tr>
<td>$j$</td>
<td>Machine type</td>
</tr>
<tr>
<td>$\beta^B_j$</td>
<td>Buying price (cost) of a machine of type $j$</td>
</tr>
<tr>
<td>$\beta^S_j$</td>
<td>Selling price of a machine of type $j$</td>
</tr>
<tr>
<td>$M^\text{cur}_j$</td>
<td>Current number of machines of type $j$</td>
</tr>
<tr>
<td>$M^\text{min}_j$</td>
<td>Minimum number of machines of type $j$ desired</td>
</tr>
<tr>
<td>$M^\text{max}_j$</td>
<td>Maximum number of machines of type $j$ desired</td>
</tr>
<tr>
<td>$M^B_j$</td>
<td>Number of machine of type $j$ to buy</td>
</tr>
<tr>
<td>$M^S_j$</td>
<td>Number of machine of type $j$ to sell</td>
</tr>
<tr>
<td>$M_j$</td>
<td>Total number of machines of type $j$ after buying and selling</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Reward for completing a task of type $i$</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Arrival rate - number of tasks arriving of type $i$ per second</td>
</tr>
<tr>
<td>$p_{ij}$</td>
<td>Schedule - fraction of time tasks of type $i$ run on machines of type $j$</td>
</tr>
<tr>
<td>$\nu_j$</td>
<td>Failure rate - number of machines of type $j$ that fail per second</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of abstract computational operations</td>
</tr>
<tr>
<td>$\eta_l$</td>
<td>Number of abstract operations of type $l$ in a task of type $i$</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>Run time [s] per abstract operation of type $l$ on a machine of type $j$</td>
</tr>
<tr>
<td>$ETr_{ij}$</td>
<td>Run time [s] of a task of type $i$ on a machine of type $j$</td>
</tr>
<tr>
<td>$\psi_{lj}$</td>
<td>Dynamic energy [J] consumed by an abstract operation of type $l$ on a machine of type $j$</td>
</tr>
<tr>
<td>$\text{CoV}_{ij}$</td>
<td>Coefficient of variation for a task of type $i$ on a machine of type $j$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Random vector</td>
</tr>
<tr>
<td>$x$</td>
<td>First-stage decision variable vector</td>
</tr>
<tr>
<td>$y$</td>
<td>Second-stage decision variable vector</td>
</tr>
<tr>
<td>$Q(x, \xi)$</td>
<td>Value function</td>
</tr>
<tr>
<td>$WS$</td>
<td>Wait-and-see problem</td>
</tr>
<tr>
<td>$RP$</td>
<td>Recourse problem</td>
</tr>
<tr>
<td>$\text{MVP}$</td>
<td>Mean value problem</td>
</tr>
<tr>
<td>$\text{EVPI}$</td>
<td>Expected value of perfect information</td>
</tr>
<tr>
<td>$\text{VSS}$</td>
<td>Value of the stochastic solution</td>
</tr>
</tbody>
</table>
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