Analyzing Unidentified Locked-Joint Failures in Kinematically Redundant Manipulators
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1. INTRODUCTION

Failures in robots occur frequently in industrial operations. The likelihood of failures is far greater when robots are operated in harsh environments. Since the control of the individual joints is essentially independent in a typical robotic system, most failures affect only a single joint. While there are several ways in which a robot may fail, one common failure mode is a "locked joint," where the affected joint's velocity is identically zero. Such a failure may have catastrophic consequences or, at the very least, significantly degrade the system performance.

Since immediate human attention for repair or recovery is often not practical in hostile environments, it is desirable that the robot itself be able to cope with failures. A common approach to enhancing failure tolerance capability in a robot is the incorporation of redundancy in the design. This may be in the form of duplicated components or through the intelligent utilization of kinematic redundancy. Though there has been considerable work in the area of failure tolerant systems, there remain significant questions about the postfault behavior of robotic systems that do not incorporate fail-safe mechanisms. Existing failure tolerance schemes rely on effective failure detection and identification, only after a failure is identified is an appropriate failure recovery strategy initiated. However, failure identification is itself a difficult process that may not always be successful.

While it is easy to envision a failure recovery strategy for identified failures, the situation is much more difficult when a failure is merely detected, but not identified. In particular, consider a joint malfunction where a significant deviation is detected between the commanded joint velocities and those returned by the joint sensors. Identifying whether this malfunction is due to a joint locking up or whether the sensor is (erroneously) returning a constant joint position is not possible. A simple response to such a situation is to implicitly assume that a joint has locked, and to adjust the control law accordingly so as to not command motion of the joint in question. However, given that sensor failures are more likely than joint actuation failures, this may not be the best course of action, as the workspace is unnecessarily reduced (often quite severely). We therefore consider the scenario where the control law remains unmodified, and explore the consequences. For the case when the sensor has indeed failed, the ability of manipulators to converge to desired end-effector positions even with imperfect/approximated Jacobians/Jacobian-inverses has been addressed in refs. 26 and 27. Therefore, we focus on the other case where a joint has actually locked, but the controller continues to command motion of that joint as though it were healthy. For a general class of tasks characterized by point-to-point motion, we examine convergence issues such as whether the manipulator comes to rest and, if so, what is the terminal position and orientation of the end-effector. The convergence analysis is restricted to purely kinematic effects, due to the fact that the dynamic effects of a failure are essentially transient in nature and do not significantly affect the convergence behavior. Conditions under which the manipulator converges are explicitly defined and the anomalies in behavior due to the faults explained and illustrated with examples. These conditions are used to evaluate the convergence behavior of the manipulator over the postfailure workspace. This allows for the identification of workspace regions for which task completion may be possible even with unidentified failures.

2. MATHEMATICAL FRAMEWORK

The position and orientation of the end effector of a manipulator can be expressed in terms of its joint variables by the kinematic equation

\[ x = f(q), \]  

(1)

where \( x \in \mathbb{R}^n \) is the position of the end effector, \( q \in \mathbb{R}^n \) is the vector of joint variables, and \( m \) and \( n \) the dimensions of the task space and joint space, respectively. Manipulators that have more degrees of freedom (DOFs) than required for a task, i.e., \( n > m \), are said to be redundant. The end-effector velocity is expressed in terms of the joint rates as

\[ \dot{x} = J \dot{q}, \]  

(2)

where \( J \in \mathbb{R}^{n \times m} \) is the manipulator Jacobian, \( \dot{x} \) is the end-effector velocity, and \( \dot{q} \) is the joint velocity.

If perfect servo control of the joints is assumed, then in a healthy manipulator the actual joint veloc-

---

2 This assumes a typical commercial robot where duplicate sensing and/or analytical redundancy does not exist.

3 Henceforth the term "position" will be used to mean any combination of position and/or orientation variables.
ties \( \dot{q}_i \) equal the commanded velocities \( \dot{q}_c \). However, in the event of a locked-joint failure of the \( i \)th joint, the corresponding element of \( \dot{q}_i \) is identically zero. Then, the actual end-effector velocity is given by

\[
\dot{x}_e = \hat{J} \dot{q}_c, \tag{3}
\]

where \( \hat{J} \) is the post-failure Jacobian, given by

\[
\hat{J} = [j_1 \cdots j_{i-1} 0 j_{i+1} \cdots j_n]. \tag{4}
\]

A common method for generating \( \dot{q} \) is the inverse kinematic scheme

\[
\dot{q} = G \hat{x}_e, \tag{5}
\]

where \( G \) is a generalized inverse of \( J \) satisfying the Penrose condition \( JGJ = J \). A frequently encountered generalized inverse is the pseudo-inverse \( J^+ \), which yields the least squares minimum norm solution. For full rank \( J \), the pseudo-inverse can be expressed as \( J^+ = J^T (JJ^T)^{-1} \).

In this work, a general class of tasks characterized by sequences of point-to-point moves is considered. The commanded end-effector velocity is simply straight line motion towards the desired task position \( x_d \):

\[
\dot{x}_e = K_e (x_d - x_0), \tag{6}
\]

where \( x_0 \) is the actual position of the end effector, and \( K_e \) is a constant position error gain that is adjusted when necessary to limit the commanded end-effector velocity to a maximum allowable value.

In the event of a locked-joint failure, the actual end-effector velocity in general will not be as commanded by (6). In particular, if joint \( i \) fails, the actual end-effector velocity is given by

\[
\dot{x}_e = (\hat{J} G) K_e (x_d - x_0), \tag{7}
\]

which can be obtained by combining (3), (5), and (6). Although \( \dot{x}_e \) may not drive the end effector directly towards the desired task position, it is of interest to know whether the end effector will eventually converge to it.\(^3\)

The first question that arises in the study of convergence behaviors of a failed manipulator is whether the desired task position is reachable, that is, lies within the post-failure workspace. If indeed it does, the issue of whether, under the employed control scheme, the manipulator converges correctly to the desired position must be examined. Even if reachability of the desired position is not possible for a certain failure, it may still be of interest to know whether the control allows the failed manipulator to converge to the position closest to that desired.

3. POST-FAILURE REACHABILITY

The workspace of a manipulator in general, reduces after it experiences a failure.\(^{30,25}\) However, under certain conditions, a task position can be guaranteed to be reachable by a redundant manipulator after an arbitrary joint failure along a trajectory. This is achieved by ensuring that the ranges of the joint values along the nominal trajectory never exceed the bounds of the joint values given by the self-motion manifold(s) of the desired task position.\(^{24}\)

The bounds of the self-motion manifolds can be directly computed by numerically tracing the manifold(s). Another more efficient way is to note that the extremal values of a joint variable are determined by the hyperplane that is tangential to the self-motion manifold with a normal that is collinear with the corresponding axis in the joint space. Consequently, the contribution of that joint to the null motion of the manipulator is identically zero. It is easily shown that a joint \( i \) has a zero contribution to the null motion of the manipulator if and only if the Jacobian \( \hat{J} = [j_1 \cdots j_{i-1} 0 j_{i+1} \cdots j_n] \) is rank deficient.\(^{12}\) If the condition for a joint to be at an extremum is not satisfied for any configuration corresponding to the desired end-effector position, then the range of that joint on the manifold is unconstrained, i.e., it spans the entire \([0^\circ, 360^\circ]\) range. The limiting values of the range of joint \( i \) are thus obtained by simultaneously solving the following equations:

\[
x_d = f(q) \tag{8}
\]

A manipulator is considered to have converged when all its joints come to rest, i.e., all joints, except possibly the failed joint, are commanded a zero velocity by the employed control scheme.

The rank deficiency of this matrix is referred to as a "pseudosingularity" in Ref. 31.
and

\[ n_j(t) = 0, \quad j = 1, \ldots, n - m, \quad (9) \]

where \( \{n_1, \ldots, n_{n-m}\} \) represent any \( n-m \) linearly independent null vectors of \( j \).

The identified extrema partition the \([0^\circ, 360^\circ]\) ranges of the joints into a number of segments. The segments corresponding to the joint ranges of the self-motion manifolds can then be identified by testing the midpoint of each of the obtained segments. Though this technique is a general one, its applicability depends upon the ease with which (8) and (9) can be solved.

The above technique presents an efficient means for evaluating the effect of a given control scheme on the postfailure reachability of a task position. Moreover, the technique can also be employed for the design of control strategies to guarantee the reachability of critical task positions in a manipulator's workspace.²⁴

4. ANALYZING CONVERGENCE BEHAVIORS

Independently of whether or not the reachability of a task position is guaranteed for a failure, it is important to analyze the convergence behavior of a failed manipulator for a given control scheme. If the desired task position is reachable, will the failed manipulator converge to that position? If it is not reachable, will the failed manipulator converge to the closest possible position? If it does not converge to one of these positions, to what position does it converge, if it does converge at all? These issues form the crux of the analysis of the postfault behavior of manipulators.

We will define "convergence" formally to mean that the joints come to rest, that is, \( \dot{q}_i = 0 \). This is possible for a failed manipulator if either all its joints are commanded zero velocities, or if only the failed joint(s) are commanded motion (since \( \dot{q}_i = \sum_i f_j q_3 \)). In the context of the defined control framework, convergence with zero velocities of all the manipulator joints is possible only if the commanded end-effector velocity is zero. Since a zero end-effector velocity is commanded only if the end effector is at the desired position, convergence with \( \dot{q}_c = 0 \) implies correct convergence. Convergence with \( \dot{q}_c \neq 0 \) (i.e., when some or all of the failed joints are commanded nonzero velocities), therefore, must imply "erroneous-convergence" or convergence to a position other than the desired one. To determine the factors characterizing erroneous convergence of a manipulator, it is necessary to identify conditions under which only the failed joints of the manipulator are commanded motion.

4.1. Characterizing Convergence

The following theorem shows that a manipulator gets "stuck," or converges with a non-zero commanded velocity, only when the following two conditions hold:

- The commanded end-effector velocity lies in the space spanned by the failed columns of the Jacobian.
- The post-failure weighted Jacobian is rank deficient.

This result is derived as follows:

**Theorem 1:** Consider a manipulator at a nonsingular configuration, driven by a generalized inverse control

\[ \dot{q}_c = G \dot{x}_c, \quad (10) \]

where \( G = W^{-1} J^T (J W^{-1} J)^{-1} \) for some symmetric \( W > 0 \). Let \( S \) be the set of the indices of the \( k \) locked joints, and let \( j_i \) and \( w_i \) denote the \( i \)th columns of \( J \) and \( W \), respectively. Then,

1. Only the failed joints are commanded motion if and only if the commanded end-effector velocity vector \( \dot{x}_c \) lies in the space spanned by the columns corresponding to the failed joints of the Jacobian, i.e.,

\[ \dot{q}_c = \sum_{i \in S} \alpha_i e_i \Rightarrow \dot{x}_c = \sum_{i \in S} \alpha_j j_i, \quad (11) \]

for some \( \alpha_i \in \mathbb{R}, \quad i \in S \), where \( e_i \) represents a natural basis vector.

2. Moreover, the failed joints are commanded nonzero velocities only if a postfailure weighted Jacobian is rank deficient, i.e.,

\[ \dot{q}_c = \sum_{i \in S} \alpha_i e_i \neq 0 \Rightarrow (J W^{-1}) \text{ rank deficient}, \quad (12) \]

²The matrix \( W \) is used to specify the relative weighting on the joint velocities when determining the minimum norm solution.
where \( (JW^{-1}) \) is obtained from \( JW^{-1} \) by zeroing the columns with indices \( i \in S \).

\[ \dot{q}_c = \sum_{i \in S} \alpha_i e_i = \dot{x}_c = \sum_{i \in S} \alpha_i j_i \]

can be established simply by premultiplying the equation on the left by \( J \).

For the converse the following is given:

\[ \dot{x}_c = \sum_{i \in S} \alpha_i j_i. \]

Let \( N \in \mathbb{R}^{(n-m)\times n} \) be a matrix whose columns span the null space of \( J \). Then, for the given inverse control

\[ N^T W \hat{q}_c = 0. \]

Using the fact that \( \dot{x}_c = J \dot{q}_c \), the two equations above can be written in a matrix form as

\[ \begin{bmatrix} J \cr N^T W \end{bmatrix} \dot{q}_c = \begin{bmatrix} \Sigma_{i \in S} \alpha_i j_i \cr 0 \end{bmatrix}. \]

The matrix on the left is full-rank and invertible and so the system of equations has a unique solution. Since \( \dot{q}_c = \Sigma_{i \in S} \alpha_i e_i \) is a solution, it must be the unique solution. This completes the argument.

2. The second statement of the theorem is proved by contradiction. Suppose that for some nonzero \( \dot{q}_c \), \( (JW^{-1}) \) is full-rank. From the first statement of the theorem, \( \dot{q}_c = \Sigma_{i \in S} \alpha_i e_i \). Then, from \( N^T W \dot{q}_c = 0 \), it follows that

\[ N^T (\Sigma_{i \in S} \alpha_i w_i) = 0. \]

This implies that \( \Sigma_{i \in S} \alpha_i w_i \in \mathcal{R}(J^T) \) or, equivalently, that

\[ W \sum_{i \in S} \alpha_i e_i = J^T v, \]

for some \( v \neq 0 \). This can be rewritten as

\[ \sum_{i \in S} \alpha_i e_i = (JW^{-1})^T v. \]

Zeroing out the rows with indices \( i \in S \) (corresponding to the failed joints) on both sides of this equation yields

\[ 0 = (JW^{-1})^T v. \]

This implies that \( (JW^{-1})^T \) has a nontrivial null space and therefore is rank deficient. Thus \( (JW^{-1}) \) is also rank deficient—a contradiction.

The second statement of the theorem says that if the rank-deficiency condition does not hold at the configuration, then the manipulator cannot come to rest at that configuration with a nonzero commanded joint velocity.

Theorem 1 identifies the various parameters that affect the convergence of the manipulator after unidentified joint failures: the joints that have failed, the configurations at which they failed, the actual position of the end effector, the desired task position for the end effector and the inverse-kinematic control employed. It is important to point out that Theorem 1 only characterizes potential positions of convergence, and does not answer the question of whether the manipulator will eventually converge to such a configuration and, if so, to which one. However, conditions under which each of the following three distinct behaviors may be exhibited can be inferred from the theorem:

1. The manipulator successfully converges to the desired task position.
2. The manipulator converges, but to a position other than the desired task position.
3. The manipulator does not converge, i.e., it keeps moving forever.

Each of these behaviors can be encountered in normal operation, as will be demonstrated in Sections 4.2 and 4.3.

### 4.2. A 2-DOF Planar Example

Since the workspace of a planar 2-DOF manipulator reduces in dimension after either joint failure, the postfailure reachability of a task position is almost always not possible. This simple example, however, is ideal for a detailed analysis of the postfailure convergence behavior where, in addition, a "brute-force" analysis of convergence can be performed. All three
behaviors listed in Section 4.1 are illustrated here for the case of a simple unit link-length, planar 2-DOF manipulator. The failure of the first joint at 0° is considered (without loss of generality).

For joint variables $\theta_1$ and $\theta_2$, the velocity relation between the end effector and the joint variables given by (2) can be written as

$$\dot{x}_e = \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix},$$  \hspace{1cm} (13)$$

where the Jacobian $J$ expressed in the base coordinate frame is

$$J = \begin{bmatrix} -s_1 - s_{12} \\ c_1 + c_{12} \end{bmatrix},$$  \hspace{1cm} (14)$$

with $s_1 = \sin(\theta_1)$, $c_1 = \cos(\theta_1)$, $s_{12} = \sin(\theta_1 + \theta_2)$, and $c_{12} = \cos(\theta_1 + \theta_2)$.

Let the task position be given by $x_d = [x_d y_d]^T$, where $x_d$ is not restricted to be either in the post-failure or the original workspace. When the manipulator

is driven by the control input $\xi$ defined in (6), with a unit value of the positional error gain $K_p$, the velocity of joint 2, after a locked-joint failure of joint 1, is given by

$$\dot{\theta}_2 = \frac{1}{\sin \theta_2} \left( (2-x_d)(1+\cos \theta_2) - y_d \sin \theta_2 \right).$$  \hspace{1cm} (15)$$

The condition for convergence is $\dot{\theta}_2 = 0$, which results, from simple trigonometry, in

$$\frac{x_d}{y_d} = \frac{-y_d}{x_d-2}.$$  \hspace{1cm} (16)$$

This condition can be reinterpreted in light of Theorem 1. From Figure 1, it is seen that condition (16) is equivalent to the position vector $x_d$ and the commanded end-effector velocity $\dot{x}_e$ being orthogonal. Since $J_1$ and $x_d$ are also orthogonal, it can be concluded that $\dot{x}_e$ and $J_1$ must be collinear. Thus, the motion of only joint 1 (failed) is commanded. This is precisely the convergence condition postulated by Theorem 1. It should be noted that for the 2-DOF ma-
Manipulator the rank-deficiency condition of the theorem always holds since $\frac{1}{f}$ and $\frac{2}{f}$ are always rank deficient. Thus, for this example, only the collinearity condition determines convergence.

It is seen that Theorem 1 only characterizes potential positions of convergence, and does not answer the questions of whether the manipulator will eventually converge to such a configuration, and, if so, to which one. To address this issue, the evolution of the manipulator trajectory is investigated next for different task positions. For this analysis, it is convenient to represent $x_d$ and $y_d$ in polar-coordinates $(\rho, \phi)$ with origin at joint 2:

$$x_d = \rho \cos(\phi) + 1, \quad \text{and} \quad y_d = \rho \sin(\phi). \quad (17)$$

Four task positions that exhibit very different convergence behaviors are $A=(1,45^\circ)$, $B=(1,0^\circ)$, $C=(2,120^\circ)$, and $D=(2,60^\circ)$ (see Figure 2). In each case, the end effector is initially positioned at $x(x_0)=(1, -30^\circ)$, with the robot configuration given by $\theta_1 = 0^\circ$ and $\theta_2 = -30^\circ$, and is commanded to move toward the task position until convergence. The joint-space trajectories for these cases are plotted in Figures 3 and 4 as functions of $\theta_2$ and $\phi$ (since $\theta_1$ is always 0) for $p=1$ and $p=2$, respectively. For each particular task position, $\phi$ is constant and the trajectory evolves along the $\theta_2$ axis. For a given $\phi$, the task positions are characterized in these plots by $\theta_2 = \phi$. Points of convergence are at the intersection of the trajectory of $\theta_2$ with the task position, or with the $\hat{\theta}_2=0$ curve.  

Both the end-effector position error $E=||x_t-x_d||$ and its rate of change $\dot{E}$ are shown in the plot. The minimum and the maximum contours of the error $E$.

\text{In Figure 4, the $\dot{\theta}_2=0$ curve is discontinuous at positions $S_1$ and $S_2$. For the given value of $p=2.0$, $\dot{\theta}_2$ is nonzero at these positions [from (19)].}
are denoted by $E_{\min}$ and $E_{\max}$, respectively. In the dark-gray regions, $E$ is negative, and it is positive in the light-gray regions. In each region, the evolution of $\theta_2$ is governed by (15) and is indicated in the plots by large arrows.

**Case 1. Successful convergence.** From Figure 3, it can be seen that for almost all $\phi$, the $\theta_2$ trajectory is drawn to the task position $\theta_2 = \phi$. [One such example is shown with point A ($\phi = 45^\circ$).] This behavior is exhibited only for $p=1$, i.e., when the task position lies in the postfailure workspace. It will be seen that for any other value of $p$, not only will successful convergence not be achieved (since the task position lies outside the postfailure workspace), but also the manipulator will almost always not converge to the point closest to that desired.

Even though successful convergence occurs for $p=1$, the path taken by the end effector is clearly not always the shortest. Also, the end-effector error initially increases for large regions of $\theta_2$ and $\phi$, leading to large excursions of joint 2, which may violate joint limit constraints and therefore prevent convergence. It is also important to note that such behavior is not preventable by simply restricting only the workspace (by limiting $\phi$) or only the robot configuration (by constraining $\theta_2$).

**Case 2. Erroneous convergence.** Two types of erroneous convergence are seen. The first is the unique situation where the task position (B) is in the postfailure workspace, but the robot does not move at all (see Figure 3). Here, $x_i$ and $j_2$ are collinear and $\phi = 0$. Indeed this condition is true for any $\theta_2$, and therefore the robot does not move for any initial configuration. Note that this behavior will be observed at every point on the boundary of the original workspace if joint 1 fails with the appropriate value for $\theta_1$.

The second, more common, type of erroneous convergence is observed when the task position is outside the postfailure workspace. Here, the end effector does move, but converges to a point other than one that minimizes the error, i.e., $\theta_2 = \phi$. One such example is the point C shown in Figure 4. The figure indicates that even for a constant value of $p$, very different errors may be observed at convergence depending upon the value of $\phi$. The error is a minimum for $\phi = 150^\circ$ and rises to a maximum for $\phi$ close to $60^\circ$. For the special case when $\phi = 60^\circ$, no convergence occurs; this is discussed next.

**Case 3. No convergence.** D is an example of a task position that lies outside the original workspace, and on the line $x_2 = 2$. For such points, (15) gives $\theta_2 = -y_d$. Thus, the manipulator rotates with a constant angular velocity.

**Remarks:** Joint-space plots such as those in Figures 3 and 4 are valuable workspace layout tools. As will be illustrated in Section 4.5, these plots can be used to identify regions of convergence where successful task completion can be achieved even in the presence of unidentified joint failures.

![Figure 5. Successful convergence to the task position. The manipulator is able to complete the point-to-point motion task between $x_i$ and $x_d$, even with a failure of joint 2 ($x_i = [2.0 -1.4]^T$ and $x_d = [1.5 1.5]^T$).](image)

![Figure 6. Erroneous convergence when the desired task position $x_d$ is in the postfailure workspace. With a joint 1 failure the manipulator converges to a configuration where the “reduced-manipulator” becomes singular ($J^T = [J_x J_2]$ rank deficient), and $x_i$ and $j_2$ align ($x_i = [-0.9 1.8]^T$ and $x_d = [1.5 1.5]^T$).](image)
erroneously converges. An analysis of these configurations is thus necessary for a better understanding of the postfault behavior of the manipulator.

4.4. Conditions for Erroneous Convergence

The conditions of Theorem 1 can be used to determine configurations of erroneous convergence for a failed manipulator. Suppose the column of the Jacobian corresponding to a failed revolute joint \( i \) is expressed in standard Denavit-Hartenberg notation as

\[
J_i = \begin{bmatrix} \hat{z}_{i-1} \times p_i \\ \hat{z}_{i-1} \end{bmatrix},
\]

where coordinate frame \((i-1)\) is attached to link \((i-1)\), the motion of joint \( i \) is along the \( \hat{z}_{i-1} \) axis, and \( p_i \) represents the position vector of the end effector expressed in the coordinate frame \((i-1)\). Then, if \( \dot{x}_v \) and \( \dot{x}_w \) represent the translational and rotational components of \( \dot{x}_e \), the first condition is equivalent to simultaneously satisfying the following conditions:

\[
\dot{x}_v^T p_i = \dot{x}_v^T \hat{z}_{i-1} = 0 \tag{19}
\]

and

\[
\dot{x}_w^T \hat{x}_w = \dot{x}_w^T \hat{y}_{i-1} = 0. \tag{20}
\]

With pseudoinverse control \((W = I)\), the rank deficiency condition in Theorem 1 is equivalent to the \( i \)th component of each of the \( n - m \) linearly independent null vectors of \( f \) being identically zero. Thus if \( \{n_1, \ldots, n_{n-m}\} \) represent any \( n - m \) linearly independent null vectors of \( f \), then the second condition of Theorem 1 is equivalent to

\[
n_f(i) = 0, \quad j = 1, \ldots, n-m. \tag{21}
\]

Equations (19)–(21) represent the conditions that must hold for erroneous convergence. For a given failure angle of a joint, these equations can be solved for the other joint variables to determine the problematic configurations.
4.5. Analyzing Stationary Configurations

After the stationary configurations of a manipulator are determined, an important question is whether a manipulator can be drawn into any of these configurations after a failure. The local behavior of the failed manipulator about a stationary point (q₀) can be determined by analyzing the stability of the linearized system dynamics about the point. For \( \dot{q} = g(q) \), where \( g(q) = \frac{1}{2} \mathbf{G}_q (x_q - x_0) \), linearization about \( q_0 \) yields

\[
\frac{d}{dt} \Delta q = \left. \frac{\partial g}{\partial q} \right|_{q_0} \Delta q = \mathbf{J} \Delta q.
\]  \hspace{1cm} (22)

Since the components of the vectors \( \Delta q \) and \( (d/dt) \Delta q \) corresponding to the failed joint \( i \) are identically zero at all times after the failure, the matrix \( \mathbf{J}_i \), obtained from \( \mathbf{J} \) by removing the components corresponding to joint \( i \), is examined for stability. While an antistable equilibrium point (where all eigenvalues of \( \mathbf{J}_i \) have positive real parts) poses no problem as far as erroneous convergence of the manipulator is concerned, a stable equilibrium point (all eigenvalues have negative real parts) acts as an attractor and is a potential problem. A stable stationary configuration
is classified as a "sink." For an unstable equilibrium point (some eigenvalues have negative real parts), the stable modes can be used to trace the failure configurations for which the manipulator gets drawn to a stationary point.

These traces, which are in general manifolds, may in some cases partition the workspace into distinct regions or "basins," as seen for the 3-DOF example in Figure 8. Since trajectories originating off the basin boundaries can never reach these boundaries, all trajectories are confined to the basins where they originate. Note that the Cartesian-space trajectory shown in Figure 5 is an example corresponding to a configuration that lies in the unshaded basin; it thus converges to solution $q_{\text{sol}}$.

It is important to point out that unless the stationary points are sinks, the dimension of the manifolds traced along the stable mode(s) is at least two less than the dimension of the joint space (or the number of DOFs) of the manipulator. This is because the failure itself constrains one variable, reducing the dimension by one, while the additional reductions in dimension, if any, result due to the unstable modes. This implies that in the absence of sinks, the probabil-
ity of a failure resulting in a manipulator configuration on a problematic manifold is zero.

4.6. Tracing and Classifying Stationary Manifolds

For an analysis of correct convergence, all potentially problematic stationary configurations in the manipulator's joint space must be identified. The loci of these stationary configurations (referred to as "stationary manifolds") must be generated for every possible joint failure. The first step in tracing a stationary manifold for a particular joint is to identify one stationary configuration for each distinct singularity of the failed arm. These stationary configurations represent the set of seed configurations that are grown to trace out the entire stationary manifold. Since (19)-(21) must hold at all stationary configurations, the loci of stationary configurations can be traced by simply starting at a seed that satisfies these conditions, and moving in a direction orthogonal to the gradients of the right-hand side components of these equations. Doing this for each seed allows all the loci to be traced. More specifically, a matrix \( M \) is formed by collecting the gradients, and joint motion in the null space of \( M \) traces the manifolds [see Figure 9(a)].

The rank of \( M \) may drop along a trace, signifying the increase in the dimension of the null space, and hence a branching in the manifold. This is an issue that must be addressed in the implementation of this technique.

Sinks, being the real hindrance to correct convergence, must be identified on the stationary manifolds. This is done by checking the eigenvalues of \( \tilde{f}_i \) at each point on the discretized manifolds. For manipulators with exactly one degree of redundancy (as in the 3-DOF example considered), \( \tilde{f}_i \) is square, and in such cases the partitioning process can be performed more efficiently by evaluating the determinant of \( \tilde{f}_i \), and checking the eigenvalues only at the zero crossings of the determinant. This is because only at these zero crossings can the eigenvalues change sign. The stationary manifolds can thus be partitioned into "sink" and "nonsink" segments [see Figure 9(b)].

5. WORKSPACE ANALYSIS

The postfailure convergence behavior of manipulators, in addition to being functions of other variables, is seen to be dependent on task placement. If failure identification is not available, or otherwise, not reliable, this knowledge can be exploited to better cope with failures. Through the characterization and classification of workspace regions, critical tasks can be placed in locations to which the manipulator can correctly converge even after an arbitrary joint failure.

Analyzing the workspace of a manipulator for failure tolerance involves checking for reachability and correct convergence. Based on the ideas presented in the previous sections, a systematic procedure can be developed to analyze a manipulator's workspace. For the given task model of point-to-point motion, a specified control scheme, and a desired task position, it is of interest to evaluate the entire workspace to determine the effect of the initial task position on the convergence behavior of a manipulator when anticipating unidentified locked-joint failures. Some concerns when evaluating a candidate initial task position are the following.

- For what percentage of the trajectories originating on the self-motion manifolds of the initial position can reachability of the desired position be guaranteed? If reachability cannot be guaranteed for a failure along the entire trajectory, then for what percentage of the trajectory can reachability be guaranteed?
- How much does the percentage reachability change with the initial configuration? That is, how sensitive is reachability to a choice of the initial configuration?

Similarly, questions about correct convergence to the desired position can be posed for trajectory portions guaranteeing reachability.

For a given desired task position, the following procedure allows the workspace to be evaluated for identifying the suitability of different initial positions for the task. The first step of the procedure is to discretize the entire workspace. The discretized positions in the workspace represent the set of initial positions to be evaluated. Since, in general, a redundant manipulator can reach each of these positions with an infinite number of configurations, a set of initial configurations must be considered. This set of configurations is obtained from the discretized self-motion manifold(s) corresponding to the initial configuration. The procedure for the analysis is summarized in the following pseudocode.

The effect of the choice of the initial position on the convergence behavior for a given initial position, can be addressed in a similar manner.
• Generate \( B_d \)
  (the union of the bounding boxes of all the self-motion manifolds of \( x_d \), the desired task position)
• Discretize the workspace to get a set of initial positions
  \( x_d(i), i = 1 : n_{x_d} \)

\[
\text{for } i = 1 : n_{x_d} \text{ (for each joint)} \\
\quad \bullet \text{Generate } S_i \text{ (the union of all the stationary manifolds) and classify } S_i \text{ into sinks/non-sinks}
\]

\[
\text{end}
\]

\[
\text{for } i = 1 : n_{x_d} \text{ (for each initial end-effector position)} \\
\quad \bullet \text{Generate the self-motion manifold(s) for } x_d(i)
\]

\[
\text{for } j = 1 : n_{g_d} \text{ (for each discretized configuration on the manifold(s))} \\
\quad \bullet \text{Compute the forward trajectory } T_j \text{ to } x_d \text{ for the healthy manipulator}
\quad \bullet \text{Compute } T_{j_{in}}, \text{ the portion of } T_j \text{ inside } B_{x_d}
\]

\[
\text{for } T_{j_{in}} \\
\quad \text{for } i = 1 : n_{g_d} \text{ (for each joint)} \\
\quad \quad \bullet \text{Compute the intersection of the range of motion of joint } i \text{ over } T_{j_{in}}, \text{ with the corresponding range over sink } (S_i)
\]

\[
\text{for } T_{j_{in}} \cap S_i \\
\quad \bullet \text{For each discretized point on the overlap, assume a failure of joint } i \\
\quad \text{and check whether or not the manipulator converges to } x_d
\]

\[
\text{end}
\]

\[
(T_{j_{in}} \cap S_i \text{ empty } \Rightarrow \text{ The task is tolerant to joint } i \text{ failures over } T_{j_{in}})
\]

\[
\text{end}
\]

\[
(T_{j_{in}} \cap S_i \text{ empty for } i = 1 : n_{g_d} \Rightarrow \text{ The task is tolerant to an arbitrary joint failure over } T_{j_{in}})
\]

\[
\text{end}
\]

The data obtained from the implementation of this procedure can be interpreted in a variety of ways; however, the questions posed earlier in this section are best addressed by the following measures:

\( R_{100} \): The percentage of configurations considered for \( x_d \), for which reachability of \( x_d \) can be guaranteed for the failure of a joint along the entire length of the nominal trajectory.

\( R_{avg} \): The percentage length of the nominal trajectory for which reachability to \( x_d \) can be guaranteed for the failure of a joint, averaged over all considered configurations.

\( R_{max} \): The difference between the maximum and minimum, over all considered configurations, of the percentage of the trajectory for which reachability to \( x_d \) can be guaranteed for a joint failure. This measure
reflects the sensitivity of reachability to a choice of the initial configuration corresponding to $x_i$.

Analogous measures for complete fault tolerance (correct convergence), over trajectory segments guaranteeing reachability, are given by $F_{100}$, $F_{avg}$, and $F_{sens}$, respectively.

All measures are computed for the possibility of a failure of a specific (known) joint, as well as that of an arbitrary (unknown) joint.\(^{10}\)

5.1. An Illustration

The application of the workspace analysis procedure proposed above is illustrated for the example of a 3-DOF planar manipulator with unit link lengths. The desired position considered in this example of a point-to-point motion task is $x_4 = [1.5 1.5]^T$. The workspace of the manipulator is sampled on an equally spaced square grid, using 2032 samples. Each of these samples is evaluated as a candidate initial position for the task. The stationary manifolds for this example are generated and partitioned into sink and nonsink segments as discussed in Section 4.6. The bounding box $B_x$ for the single self-motion manifold corresponding to $x_4$ is computed using the technique outlined in Section III. The bounds are $[-24.30^\circ 114.30^\circ], [-111.80^\circ 111.80^\circ], and [-111.80^\circ 111.80^\circ]$, for joints 1, 2, and 3, respectively. In Figure 10 the workspace is shaded as a function of four of the six proposed measures: $R_{100}$, $R_{avg}$, $R_{sens}$, and $P_{100}$, considering arbitrary failures. These plots demonstrate how the failure tolerance properties of the manipulator change over the workspace. Since the measures change in a continuous manner over the workspace, these plots can be used to identify regions that guarantee a certain level of failure tolerance. It is noted that in general all regions with nonzero reachability measures $R_{100}$ and $R_{avg}$ exhibit high values of the corresponding comprehensive fault tolerance measures $P_{100}$ and $F_{avg}$ (not shown). In other words, most trajectory segments that guarantee the reachability of the task position also guarantee correct convergence. Though this is true for $x_4$ in this example, it may not be guaranteed for an arbitrary choice of task position. It was also seen that the comprehensive sensitivity measure $F_{sens}$ (not shown) is very low over the workspace, implying that, for this example, if reachability is guaranteed, correct convergence has little dependence on the initial configuration of the manipulator. Figures 5 and 6 are examples of postfailure convergence behaviors that could be predicted by studying similar plots of workspace measures. While not shown here, it turns out that the initial positions of the manipulator in both Figures 5 and 6 are characterized by perfect measures of $R_{100}$, i.e., 100%, for the failures of joints 2 and 1, respectively. It is the differing values of the corresponding $F_{100}$ measures of these positions that result in the different convergence behaviors. The initial position considered in Figure 5 is characterized by a high $F_{100}$ measure, and so correct convergence is almost always observed for a failure. The case presented in Figure 5 is an example of such behavior. On the other hand, the initial position considered in Figure 6 is characterized by a low $F_{100}$ measure, and consequently incorrect convergence is seen for a significant number of failure configurations. An example of this problem is illustrated by the case presented in Figure 6. Workspace plots such as those shown in Figure 10 can thus be effectively used for an off-line prediction of the postfailure behavior of a manipulator.

6. CONCLUSION

In this work the behavior of robotic manipulators performing point-to-point motion tasks with unidentified locked-joint failures was analyzed. Conditions governing convergence issues such as whether the manipulator comes to rest, and if so, at what terminal position of the end-effector, were explicitly defined and the different possible convergence behaviors, illustrated with examples. A general procedure for evaluating the failure-tolerance properties of a manipulator over its workspace was also presented.\(^{11}\) Since no closed form expressions to guarantee correct convergence exist, brute-force evaluations to check for the effect of certain failures become necessary over some portions of the workspace. However, the procedure based on the developed analysis tools allows for an intelligent evaluation of the workspace, thereby minimizing the number of brute-force checks. Using workspace information for task placement is an effective approach to coping with failures, with or without failure identification.

\(^{10}\)When a specific joint is considered, only projections of trajectories and bounding boxes for that joint axis are relevant.

\(^{11}\)The analysis procedure can be extended, in a manner analogous to the one in ref. 27, to design manipulators that are guaranteed to converge in the post-failure workspace.
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