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Abstract—Inspired by the aerial maneuvering ability of lizards, we present the design and control of MSU (Michigan State University) tailbot—a miniature tailed jumping robot. The robot can not only wheel on the ground but also jump up to overcome obstacles. Moreover, once leaping into the air, it can control its body angle using an active tail to dynamically maneuver in mid-air for safe landings. We derive the mid-air dynamics equation and design controllers, such as a sliding mode controller, to stabilize the body at desired angles. To the best of our knowledge, this is the first miniature (maximum size 7.5 cm) and lightweight (26.5 g) robot that can wheel on the ground, jump to overcome obstacles, and maneuver in mid-air. Furthermore, tailbot is equipped with on-board energy, sensing, control, and wireless communication capabilities, enabling tetherless or autonomous operations. The robot in this paper exemplifies the integration of mechanical design, embedded system, and advanced control methods that will inspire the next-generation agile robots mimicking their biological counterparts. Moreover, it can serve as mobile sensor platforms for wireless sensor networks with many field applications.

Index Terms—jumping robot, microrobotics, aerial maneuvering, biologically inspired robot, multi-modal locomotion, sliding mode control

I. INTRODUCTION

ANY small animals or insects use jumping to locomote in environments with obstacles [1]. With the jumping ability, they can easily clear obstacles much larger than their sizes. For instance, a froghopper can jump up to 700 mm in distance with a mass of more than one hundred times its size (about 6.1 mm) [2].

Inspired by animals’ jumping abilities, we have built a series of centimeter scale jumping robots [3], [4], [5]. Actuated by a single actuator, the latest generation in [6] can jump into the air, land on the ground, steer to a desired direction, and self-right for the next jump. Moreover, it can jump more than 87 cm in height and 90 cm in distance with a mass of 23.5 grams.

Although the robot we have built can jump repetitively with good performances, it cannot control its mid-air orientation once leaping into the air. Orientation control, however, can ensure a safe landing posture for the robot to protect it from damages, especially for landing on hard surfaces. Meanwhile, if the robot is used as a sensing platform, it is desirable to control its mid-air orientation to communicate towards a desired direction [7]. Based on these two reasons, it is critical the robot’s mid-air orientation can be controlled effectively.

To control the mid-air orientation, we adopt biological inspirations found in nature where tails are employed for aerial maneuvering. In fact, biologists discover that lizards use their tails to dynamically maneuver in mid-air for successful landing [8]. As described in [8], they let a lizard jump from a horizontal flat surface to a vertical wall. If the surface is non-slippery, the lizard can jump to the wall without using its tail. If the surface is slippery, however, the lizard swings its tail up to control its body’s orientation to still successfully land on the wall. With such an inspiration, we append an active tail to the jumping robot to control its body’s mid-air orientation.

In addition to aerial maneuvering, the tailbot presented in this paper can also use two wheels to move forward on the ground, while our previous jumping robot can only use one wheel to steer: change the jumping direction [6]. The wheeling ability consumes less energy on flat grounds compared with jumping [9] and enables a faster steering speed.

With aerial maneuvering and wheeling ability, the tailbot can accomplish the motion cycle shown in Fig. 1. It can jump up to 80 cm with a mass of 26.5 grams and a maximum body size 7.5 cm. Moreover, the tailbot has onboard energy,
sensing and control, and wireless communication abilities, which make it an ideal mobile sensing platform for wireless sensor networks [7].

Two challenges exist for developing such a robotic platform. First, it is difficult to perform real time onboard control for aerial maneuvering since the jumping time only lasts for less than one second and the robot needs to perform real time sensing, computation, and control. Second, it is challenging to design a robot with a small size and a light weight yet having all the jumping, wheeling, and aerial maneuvering capabilities.

The research presented in this paper involves three areas: jumping robots, hybrid jumping and wheeling robots, and robots with tails for dynamic maneuvering. Relevant research in each area will be reviewed in the following.

Many jumping robots have been developed in recent years and a comprehensive review can be found in [6]. Several recent jumping robots include the frogbot [10], the EPFL jumper V1 [11], V2 [12], and V3 [13], the Grillo [14], the surveillance robot [15], the Jollbot [16], and the flea [17]. Although some of these robots can jump to a height much larger than their sizes, none of them can control their mid-air orientations.

Researchers have also built hybrid jumping and wheeling robots since wheeled locomotion is the most energy efficient method when no obstacle exists [9]. Examples include the scout robot [18], the mini-whegs [19], the rescue robot [20], the scoubot [21], the stair climbing robot [22], and the recent sand flea robot [23]. Nevertheless, these robots have weights ranging from 0.2 kilograms for the mini-wheg to 5 kilograms for the sand flea. In contrast, our robot is designed to be less than 30 grams. With a light weight, the robot consumes less energy for the same jumping height; moreover, the robot is less susceptible to the damage from landing impacts.

In recent years, inspired by the tail’s functions in animals [24], [8], researchers developed robots to investigate the merits of tails for dynamic and rapid maneuvering. Chang-Siu et al. added a tail to a wheeled robot to control the robot’s pitch angle during free fall [25]. Johnson et al. also appended a tail to a legged robot to control the robot’s pitch angle for safe landings from some height [26]. Demir et al. found that an appendage added to a quadcopter could enhance the flight stabilization [27]. Briggs et al. added a tail to a cheetah robot for rapid running and disturbance rejection [28]. Kohut et al. studied the dynamic turning of a miniature legged robot using a tail on the ground [29]. Casarez et al. also performed similar studies for small legged robots [30]. Although various studies exist, none of them tries to append a tail to miniature jumping robots for aerial maneuvering.

The major contributions of this paper can be summarized into two aspects. First, based on our previous robot with a tail [31], we present the design and control of a miniature robot that can wheel on the ground, jump to clear obstacles, and maneuver in mid-air. To the best of our knowledge, it is the first miniature, lightweight, and tetherless robot that has all the three capabilities. Second, we present the detailed dynamic analysis and controller design for aerial maneuvering using an active tail. Although the dynamics model has been obtained before [8], [25], only the PD controller is adopted for the stabilization control. In this paper, however, we transform the dynamics model into the standard nonlinear form and design advanced controllers such as sliding mode controllers.

The rest of this paper is organized as follows. First, the detailed robot design is presented in section II. Then, we elaborate the dynamics modeling for aerial maneuvering and optimize the design of the tail to obtain the best dynamic performance in section III. Based on the dynamics model, controllers are designed including a sliding mode controller and a PD controller in section IV. Finally, we present simulation and experimental results for aerial maneuvering and demonstrate the multi-modal locomotion abilities of the tailbot.

II. ROBOT DESIGN

The robot design, including mechanical and electrical design, will be elaborated in this section.

A. Mechanical Design

The solid model and the working principle of the tailbot are illustrated in Fig. 2. The whole robot can be divided into two parts: the tail part and the body part as shown in Fig. 2(a).

For the tail part, we implement a tail with one degree of freedom to control the body’s pitch angle. Fig. 2(c) illustrates the detailed design of the tail part. The tail and the body are connected by a revolute joint actuated by a DC motor—labeled as tail motor in the figure. A motor gear is directly attached to the shaft of the motor, and a tail gear meshes with the motor gear. A carbon fiber rod with a steel block shown in Fig. 2(a) is fixed to the tail gear. Note that only part of the rod is shown in Fig. 2(c). Two teeth of the tail gear are removed to avoid the interference between the tail and the body at limit positions. This is also useful for the wheeling part that will be discussed later.

The tail can also be utilized for mode transition: from wheeling mode to jumping mode and vice versa. On one hand, when the robot wheels on the ground, the tail can push the ground to have the robot stand up and be ready for the next jump. On the other hand, when the robot stands for jumping, the tail can also push the ground to make the robot lie down for wheeling. The detailed process can be found in the experimental part for mode transition.

The design for the tail part should ensure rapid control of the body’s orientation since the jumping process lasts for a short time (less than one second for a one meter jumping height). Therefore, an optimal design will be performed to obtain the optimal parameters for the tail based on the dynamics model in the next section.

The body part comes from our previous jumping robot design [6], [32]. It consists of two major components: a jumping mechanism to convert potential energy stored in the robot to kinetic energy for takeoff and an energy mechanism to store and release energy. The working principles for these two mechanisms are illustrated in Fig. 2(e) and (f), respectively. Since the detailed design can be found in [6], we only briefly describe it here.

The jumping mechanism is a symmetric six bar mechanism. As shown in Fig 2(b) and (e), two identical kinematic chains connect the foot and the platform via revolute joints. Each
kinematic chain contains an upper link and a lower link connected by a revolute joint as well. Torsion springs are placed at four joints of the foot or the platform. In this way, if a vertical downward force is applied at the center of the platform, the platform will move towards the foot, and the energy will be stored in the springs. The stored energy is released once the force is removed. The foot has a tilted angle of $15^\circ$ to make it take off at an angle of $75^\circ$.

The force can be applied and removed using an energy mechanism shown in Fig. 2(b) and (f). The gear train, a main component as shown in Fig. 2(d), is actuated by a DC motor—labeled as jump motor, and the output of the gear train is connected to a rigid link via a one way bearing, which is not shown in the figure since it is inside the rigid link. A polyester cable connects the distal end of the rigid link to the foot. As the link rotates, the cable drags the platform to move towards the foot. Once the link passes a critical position, the energy is released due to the one-way bearing [6].

In addition to the jumping mechanism and energy mechanism, the robot has two wheeling gears as shown in Fig. 2(c) and (d), which are employed for differential drive on the ground. Note that the robot’s wheeling posture, once it lands on the ground, can be guaranteed. In fact, the robot has a rectangular shape with two sides much larger than the other four; therefore, it will land on the ground with one of the two large sides. It can wheel if it lands with the side having the two wheeling gears on the ground. If it lands with the other large side, the tail can rotate to turn the robot upside down so that the robot can still wheel on the ground.

The wheeling part does not require extra actuations. The left wheeling gear is part of the gear train for the energy mechanism as shown in Fig. 2(d). If the jump motor rotates in one direction, the rigid link will rotate to charge and release the energy. But if the motor rotates in the opposite direction, the rigid link will stay still due to the one-way bearing. In this case, the left wheeling gear is used for the wheeling motion.

The right wheeling gear is actuated by the tail motor as shown in Fig. 2(c). Since the tail gear has two teeth removed, once the tail reaches the left limit position shown in Fig. 2(c), the clockwise rotation of the motor gear cannot actuate the tail. In this case, the right wheeling gear can be used for the wheeling motion. To switch from wheeling mode to jumping mode, a small extension spring placed perpendicular to the tail at the left limit position can re-engage the tail gear and motor gear if the tail motor rotates counterclockwise.

The turning motion is realized by actuating one wheeling gear while keeping the other one still. Therefore, the robot can turn in both counterclockwise and clockwise directions.

### B. Electrical Design

A miniature embedded system is designed to enable tetherless or autonomous operation of the tailbot. It is implemented by a printed circuit board with a dimension of $2.5cm \times 2.5cm$ and a mass of 1.3 g. The system has four parts: the central processing unit, the sensing unit, the actuation unit, and the power supply unit. Fig. 3 illustrates the architecture of the system.

A microcontroller (ATmega128RFA1 from Atmel) serves as the central processing unit, which has an integrated 2.4GHz Zigbee transceiver. It enables the two-way data transmission between a computer and the robot. Moreover, multiple robots are able to communicate with each other to form a mobile sensor network.

The sensing elements contain a tri-axis accelerometer, a tri-axis gyroscope, and a tri-axis magnetic compass. We use a single chip for the former two sensors (MPU-6050 from Invensense) and another chip for the compass (HMC5883L from Honeywell). The accelerometer can detect the free fall, while the gyroscope can feedback the body’s angle and angular velocity to the microcontroller. The compass can feedback the heading direction when the robot wheels on the ground.

The actuation unit is a dual H-Bridge motor driver with pulse width modulation ability (MC34933 from Freescale) to control both the jump motor and tail motor. A FullRiver 50mAh LiPo battery—after being regulated to 3.3 V—powers the whole robotic system. The charging time for such a battery
is less than 15 minutes. However, the battery can power the robot’s jump for more than 50 times.

The embedded system and the battery are sandwiched between the platform and the tail motor (Fig. 2(b)). With such a system, the robot can perform thetherless operations. Commands can be sent to the robot through Zigbee to control its working mode such as jumping or wheeling. Moreover, the robot can also perform autonomous aerial maneuvering once it leaps into the air. The details will be discussed in the experimental section.

III. DYNAMICS MODEL AND TAIL OPTIMIZATION

A. Dynamics Model

Successful aerial maneuvering requires the robot’s mid-air dynamics model, which belongs to the dynamics for coupled rigid bodies during free fall. In the last decade, researchers designated controllers for two rigid bodies during free-fall. Mather and Yim investigated the controlled fall for modular robots [33]. Yang et al. [34] modeled two rigid bodies connected by a spherical joint in three dimensional space and designed controllers using input-output linearization. Later, they studied the control of two rigid bodies connected by a universal joint [35]. Agrawal and Zhang utilized differential flatness to control two rigid bodies connected by a revolute joint [36]. Most recently, Chang-Siu et al. [37] studied the nonlinear control of a two link tailed robot with two degree-of-freedom actuation.

The tailbot shown in Fig. 2(a) can be abstracted as shown in Fig. 4, where the body is connected to the tail via an actuated revolute joint at point C. Suppose the center of mass for the tail, body, and whole robot be at point A, B, and O, respectively. We attach a frame OXYZ to the robot’s center of mass O with X axis along the horizontal direction, Y axis along the vertical direction, and Z axis determined by the right hand rule. The body’s three orientation angles—roll, pitch, and yaw—are shown at the lower right part of Fig. 4. Note that the angles are defined with respect to frame OXY Z that will move with the robot. By actively swinging the tail, the body’s pitch angle can be controlled. In this section, we obtain the system’s dynamics equation and transform it into a standard nonlinear system.

For the system in Fig. 4, we use the parameters listed in Table I in the following discussions. Denote the coordinates for point A and point B in frame OXYZ as \( \vec{A} \) and \( \vec{B} \), respectively. They can be obtained using the relation \( |AO|/|BO| = m_b/m_l \) and trigonometric equations in \( \triangle ABC \).

The Euler-Lagrange method is used to obtain the dynamic equations. For this method, the Lagrangian for the system should be first derived. Because frame OXYZ is fixed with the robot, its translational motion decouples from the rotational motion once it jumps into air [38]. Since the translational motion is a simple projectile motion [6], we only consider the rotational motion for aerial maneuvering. Without the translational motion, the robot’s potential energy is zero. Therefore, the Lagrangian is just the system’s kinetic energy:

\[
\mathcal{L} = \frac{1}{2} I_l \dot{\theta}_l^2 + \frac{1}{2} m_l |\vec{A}|^2 + \frac{1}{2} I_b \dot{\theta}_b^2 + \frac{1}{2} m_b |\vec{B}|^2 - \frac{1}{2} m_l m_b (\frac{l^2}{m_l} + \frac{l^2}{m_b} - 2l_l l_b \dot{\theta}_l \dot{\theta}_b \cos \theta_m)
\]

where \( \theta_m = \pi + \theta_l - \theta_b \), shown in Fig. 4, is the actuator’s rotation angle. Neglecting the air resistance and applying the Euler-Lagrange method, we obtain the dynamics equation as:

\[
M \ddot{\theta}_l - L \cos \theta_m \dot{\theta}_b - L \sin \theta_m \dot{\theta}_b^2 = \tau
\]

\[
N \dot{\theta}_b - L \cos \theta_m \dot{\theta}_l + L \sin \theta_m \dot{\theta}_l^2 = -\tau
\]

where

\[
M = I_l + \frac{m_l m_b l_l^2}{m_l + m_b}, \quad N = I_b + \frac{m_l m_b l_b^2}{m_l + m_b}, \quad L = \frac{m_l m_b l_b}{m_l + m_b}
\]

\( \tau \) is the actuation torque from the motor. Note that we only have one \( \tau \) for external forces since only one actuator is used at the revolute joint.
For the system described by Eqs. (1) and (2), if both $\theta_t$ and $\theta_b$ should be controlled to desired values, then the system is underactuated since only one input $\tau$ exists. In this paper, however, we only care about the robot’s body angle $\theta_t$. To control $\theta_t$, Eqs. (1) and (2) should be transformed into a single equation by eliminating $\theta_b$, but this is impossible due to the nonlinear coupling between $\theta_t$ and $\theta_b$. Nevertheless, Eqs. (1) and (2) can be converted to a new equation with $\theta_m$ and $\theta_t$ as the state variable using the following steps.

First, we solve $\dot{\theta}_t$ and $\dot{\theta}_b$ from Eqs. (1) and (2):

\[ \dot{\theta}_t = -\frac{SL\dot{\theta}_t^2 \cos \theta_m + SN\dot{\theta}_b^2 + R\tau}{T} \quad (3) \]

\[ \dot{\theta}_b = -\frac{SM\dot{\theta}_t^2 + SL\dot{\theta}_b^2 \cos \theta_m - Q\tau}{T} \quad (4) \]

where $Q = M - L \cos \theta_m$, $R = N - L \cos \theta_m$, $S = L \sin \theta_m$, and $T = MN - L^2 \cos^2 \theta_m$. Since $T \geq MN - L^2 > 0$, there is no singularity for using $T$ as the denominator in Eqs. (3) and (4). From (4) – (3) and $\dot{\theta}_m = \dot{\theta}_t - \dot{\theta}_b$, we have:

\[ \dot{\theta}_m = \frac{SQ\dot{\theta}_t^2 + SR\dot{\theta}_b^2}{T} + \frac{Q + R}{T} \tau \quad (5) \]

Second, we utilize the conservation of angular momentum to eliminate both $\dot{\theta}_t$ and $\dot{\theta}_b$ in Eq. (5) by expressing them as a function of $\theta_m$. In fact, the angular momentum for the total system can be obtained as:

\[ H_0 = (M - L \cos \theta_m)\dot{\theta}_t + (N - L \cos \theta_m)\dot{\theta}_b = Q\dot{\theta}_t + R\dot{\theta}_b \]

If the air resistance is negligible, then $H_0$ is a constant. Since $\dot{\theta}_m = \dot{\theta}_t - \dot{\theta}_b$, $\dot{\theta}_t$ and $\dot{\theta}_b$ can be solved as follows:

\[ \dot{\theta}_t = \frac{R\dot{\theta}_m}{Q + R} + \frac{H_0}{Q + R} \quad (6) \]

\[ \dot{\theta}_b = -\frac{Q\dot{\theta}_m}{Q + R} + \frac{H_0}{Q + R} \quad (7) \]

Finally, plugging Eqs. (6) and (7) into (5), we obtain:

\[ \dot{\theta}_m = \frac{QRS\dot{\theta}_m^2 + SH_0^2}{T(Q + R)} \quad (8) \]

Let $x = [\theta_m, \dot{\theta}_m]^{T}$ and $u = \tau$. Since we want to control the body’s angle $\theta_b$, let the output $y = \theta_b$. Then from Eqs. (8) and (7), the system can be written as:

\[ \dot{x} = f(x) + g(x)u \quad (9) \]

\[ y = h(x) \quad (10) \]

with

\[ f(x) = \begin{bmatrix} x_2 \\ \frac{QRSx_2^2 + SH_0^2}{T(Q + R)} \end{bmatrix}, \quad g(x) = \begin{bmatrix} 0 \\ \frac{Q + R}{T} \end{bmatrix}, \quad (11) \]

\[ h(x) = \int -\frac{Qx_2 + H_0}{Q + R} + \theta_b(0) \quad (12) \]

where $\theta_b(0)$ is the initial angle for $\theta_b$.

With the dynamics equation, the control goal is to design a state or output feedback controller to stabilize the output at some desired constant value $g(t) = \theta_b^*$. Since the initial angular momentum is difficult to measure, the case of zero angular momentum ($H_0 = 0$) will be considered in this paper.

The same dynamics in Eqs. (1) and (2) has been obtained before using Newtonian mechanics [8], [25], [26]. Nevertheless, none of them try to formulate the problem in the standard form shown in Eqs. (9) and (10), which facilitates the controller design in the next section.

B. Tail Optimization

With the dynamics model, the tail can be optimally designed to achieve the best dynamic performance in mid-air. The performance can be measured by indices such as rising time, settling time, or steady state error, etc. Such indices depend on the designed controller and the robot’s parameters such as those listed in Table I. Therefore, the general optimization problem can be formulated as:

\[ \max \text{ or } \min \quad \mathcal{M} = f(u(t), p) \]

where $\mathcal{M}$ is a specific performance index, $u(t)$ is the control input, and $p$ represents the robot’s parameters.

This optimization represents a new problem in optimal design since it blends both the controller and the robot’s parameters, and we need to solve them together. As our first step, however, we focus on the mechanism optimization by solving a simplified version without the controller. Specifically, we aim to obtain an optimal tail design that maximizes the change of body angle $\theta_b$ for a given short time with the tail motor actuated by a constant rated voltage supply.

With a constant rated voltage supply, the torque $\tau$ is related to its angular speed $\dot{\theta}_m$ by $\tau = \tau_s(1 - \dot{\theta}_m/\omega_0)$, where $\tau_s$ is the motor’s stall torque and $\omega_0$ is the no-load angular speed. In this case, Eq. (8) becomes a second order ordinary differential equation for $\theta_m$:

\[ \ddot{\theta}_m = \frac{QRS\dot{\theta}_m^2 + SH_0^2}{T(Q + R)} \quad (13) \]

From Eq. (13), we can solve $\theta_m(t)$. With $\theta_m(t)$, the body angle’s trajectory can be derived from Eq. (12).

Using Eq. (13), we perform the optimal design in four steps: identifying optimization variables, formulating the objective function, obtaining the constraints, and solving the constraint optimization problem.

The parameters for the tail part design include $m_t$, $l_t$, and the speed reduction ratio $r$ between the motor gear and the tail gear (Fig. 2(c)). Since the carbon fiber rod in the tail part has a negligible mass compared with the steel block, the tail’s moment of inertia $I_t$ can be approximated as $I_t = m_tl_t^2$. Therefore, the optimization variables are $m_t$, $l_t$, and $r$. Note that $m_b$, $l_b$, and $I_b$ are known based on our previous jumping robot [6]. To simplify the design, we choose the tail motor empirically (GH6123S from Gizmoszone) by estimating the required torque and speed.

The objective function for the optimization problem is chosen to be the change of $\theta_b$. Specifically, an optimal design is one that maximizes the change of $\theta_b$ for a small fixed time period (0.1 s) under a given constant rated voltage. To achieve this goal, we consider $\theta_b$ as a function of $m_t$, $l_t$, and $r$ from Eq. (13), and denote this function as $\theta_b(t) = f(m_t, l_t, r)$.
The optimization constraints are derived as follows. Since a large weight decreases the jumping performance and increases the landing impact, we let \( m_t \leq 0.15 m_b \). On the other hand, since \( m_t \) cannot be too small to perform effective aerial maneuvering, we constrain \( m_t \geq 0.05 m_b \). With similar practical details, let \( 0.75 L_b \leq l_t \leq 1.5 L_b \) and \( 0.1 \leq r \leq 10 \) with \( L_b = 7.5 \) cm being the maximum body length (\( L_b \) is different from \( l_b \) in Fig. 4).

Based on the previous discussions, the optimal design problem is formulated as:

\[
\max \quad \theta_b(0.1) = f(m_t, l_t, r)
\]

subject to

\[
0.05 m_b \leq m_t \leq 0.15 m_b, \quad 0.1 \leq r \leq 10
\]

\[
0.75 L_b \leq l_t \leq 1.5 L_b, \quad \theta_b(0) = \text{constant}
\]

The optimization problem is solved using the Optimization toolbox in Matlab. Specifically, the \textit{fmincon} function with the interior point algorithm is adopted. To avoid local minima, we run the optimization algorithm 10 times with random initial points. For all of them, the optimal result is \( m_t = 1.3 \) g, \( l_t = 6.8 \) cm, and \( r = 2.2 \). With the optimal parameters, \( \theta_b \) can change 80 degrees in 0.1 s. To accommodate the available off-the-shelf gears, we choose \( r = 2 \). In this case, the value of \( \theta_b(0.1) \) only decreases about 0.1%.

Based on the optimal design, the tail’s parameters are chosen as follows. The length of the carbon fiber rod is \( l_t = 6.8 \) cm, and the mass for the steel block is \( m_t = 1.3 \) g. For the gear train that actuates both the tail and the right wheel gear (Fig. 2(c)), the motor gear has 8 teeth, the tail gear has 16 teeth since \( r = 2 \), and the right wheel gear has 28 teeth which is the same with the left wheel gear.

IV. CONTROLLER DESIGN

Based on the dynamics model, controllers are designed to stabilize the body angle \( \theta_b \) at a desired constant angle \( \theta_b^* \). Since the embedded control system attached to the robot body can only feedback body’s angular velocity \( \dot{\theta}_b \) and consequently the output \( y = \dot{\theta}_b \), the state \( x = [\theta_m, \dot{\theta}_m]^T \) is unavailable. Therefore, we cannot design state feedback controllers for the system. In this section, we first transform the system to a normal form with \( \dot{\theta}_b \) and \( \theta_b \) as the transformed states. Based on the normal form, a sliding mode controller is designed to regulate \( \theta_b \) to \( \theta_b^* \). Additionally, we also discuss a special case to design a PD controller.

A. Normal Form

We follow the process in [39] to transform the system described by Eqs. (9) and (10) to the normal form. First, the relative degree for the system is obtained by differentiating the output \( y \) with respect to time until the control input \( u \) appears. Direct differentiating \( y \) with respect to time, we have \( \dot{y} = L_fh(x) + L_g h(x)u \) with \( L_fh(x) = -Qx_2/(Q + R) \) and \( L_g h(x) = 0 \) the Lie Derivative of \( h \) along \( f \) and \( g \), respectively. Continuing the differentiation, we have \( \ddot{y} = L_f^2 h(x) + L_g L_fh(x)u \) with

\[
L_f^2 h(x) = -\frac{Q^2 RS + ST(R - Q)}{T(Q + R)^2} x_2^2, \quad L_g L_fh(x) = -\frac{Q}{T}
\]

Since \( L_f h(x) = 0 \) and \( L_g L_fh(x) \neq 0 \), the system has a relative degree of two, which is equal to the dimension of the system. Therefore, we can transform the state equation to the normal form using the following map [39]:

\[
z = \begin{bmatrix} h(x) \\ L_fh(x) \end{bmatrix} = \begin{bmatrix} -\int \frac{Q x_2}{Q + R} + \theta_b(0) \\ -\frac{Q x_2}{Q + R} \end{bmatrix} = \begin{bmatrix} \theta_b \\ \dot{\theta}_b \end{bmatrix}
\]

(14)

The transformed new system in normal form is thus:

\[
\dot{z} = A_c z + B_c [L_g L_fh(x) u + L_f^2 h(x)]
\]

(15)

\[
y = C_c z
\]

(16)

where

\[
A_c = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B_c = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C_c = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

If we want to stabilize the output—the body angle \( \theta_b \)—at a constant angle \( \theta_b^* \), which requires \( z^* = [\theta^*_b, 0]^T \). Let \( \bar{z} = z - z^* \). Since \( A_c \bar{z}^* = [0, 0]^T \), Eq. (15) can be rewritten as

\[
\dot{\bar{z}} = A_c \bar{z} + B_c [L_g L_fh(x) u + L_f^2 h(x)]
\]

(17)

Therefore, regulating \( \theta_b \) to \( \theta_b^* \) is equivalent to stabilize the system in Eq. (17) to the origin. If \( \bar{z} = [\bar{z}_1, \bar{z}_2]^T \), Eq. (17) can be written out as

\[
\dot{\bar{z}}_1 = \bar{z}_2, \quad \dot{\bar{z}}_2 = pu + q
\]

(18)

where

\[
p = -\frac{Q}{T}, \quad q = -\frac{Q^2 RS + ST(R - Q)}{T Q^2} \bar{z}_2^2
\]

Note that \( p \) and \( q \) are functions of \( \bar{z} \) and \( x_1 = \theta_m \), although explicit forms are not written out.

B. Sliding Mode Controller

Sliding mode control attains the control goal in two steps. First, the system’s trajectory undergoes a reaching phase to a sliding surface. Second, the trajectory is constrained to the sliding surface to approach the equilibrium during the sliding phase [39]. Let the sliding surface be \( s = ax_1 + \bar{z}_2 \) with \( a > 0 \) a constant which determines the convergent speed during the sliding phase.

As shown in the following, we have \( Q > 0 \) and the following two items are upper bounded with the bounds denoted by \( k_1 \) and \( k_2 \), respectively:

\[
\frac{T}{Q} \leq k_1, \quad \left| \frac{Q^2 RS + ST(R - Q)}{Q^2} \right| \leq k_2
\]

First we show that \( Q > 0 \). In fact,

\[
Q = M - L \cos \theta_m \geq M - L = I_t + \frac{m_t m_b l_t - l_b}{m_t + m_b} > 0
\]

since \( l_t \) is much larger than \( l_b \) in our implementations. The bound for the first item \( |T/Q| \) can be obtained as:

\[
\frac{T}{Q} = \frac{MN - L^2 \cos^2 \theta_m}{M - L} \leq \frac{MN}{M - L} := k_1
\]
The bound for the second item is:

$$\left| \frac{Q^2RS + ST(R - Q)}{Q^3} \right| \leq \frac{Q^2|R||S| + T|S||R - Q|}{Q^3}$$

$$\leq \frac{(N + L)L}{M - L} + \frac{LMN|N - M|}{(M - L)^3} := k_2$$

Based on the above results, we have the following theorem:

**Theorem 1.** The following controller can asymptotically stabilize the system represented by Eq. (17) at the origin:

$$u = (ak_1 \dot{z}_2 + k_2 \dot{z}_2^2 + k_3) \text{sgn}(\dot{z}_1 + \ddot{z}_2)$$

where $k_3 > 0$ is a constant and $\text{sgn}(\cdot)$ is the sign function.

**Proof.** We first show that the system will reach the sliding surface. Define a Lyapunov function as $V = s^2/2$, then:

$$\dot{V} = ss = s(a \dot{z}_1 + \ddot{z}_2) = s(a \dot{z}_2 + q) + p \dot{s}$$

Since

$$\left| \frac{a \dot{z}_2 + q}{p} \right| = \left| \frac{aT}{Q} \dot{z}_2 + \frac{Q^2RS + ST(R - Q)}{Q^3} \dot{z}_2 \right|$$

we have

$$\dot{V} \leq |s|a \dot{z}_2 + q| + p |s|$$

$$\leq -p(a_1 |z_2| + k_2 \dot{z}_2) |s| + p |s| = k_3 |s|$$

Since $p = -Q/T < 0$, we have $\dot{V} < 0$ for any $s \neq 0$. Therefore, the system will reach the sliding surface in finite time. After that, it will be governed by $\dot{z}_1 = -a \dot{z}_1$ to make the state approach the origin.

The sliding mode controller in Eq. (19) only needs the feedback of transformed state $z_1 = \theta_b$ and $z_2 = \dot{\theta}_b$, which are available from the gyroscope. Moreover, during the implementation, we can use a simplified controller

$$u = k \text{sgn}(a \dot{z}_1 + \ddot{z}_2)$$

with $k > ak_1|z_2| + k_2 \dot{z}_2^2 + k_3$. The stability for the system using this controller can also be verified by showing $\dot{V} < 0$.

**C. Proportional-Derivative (PD) Controller**

Besides the sliding mode controller, we examine the controller design for a special case when $b_0 = 0$, which is detailed in [26]. This special case approximates the situation when the robot has a very small $b_0$ such as the robots in [25] and [26]. In this case, since $L = m_t a m_s l_b / (m_a + m_b) = 0$, the dynamics equation (2) is simplified to $N \ddot{\theta}_b = -\tau$. Since $N = I_b$, the simplified system in state space form is thus:

$$\ddot{\theta} = A_\theta \dot{\theta} - B_\theta u$$

For this system, a PD controller can be designed as:

$$u = k_p \dot{\theta} + k_d \theta$$

where $K = [K_p, K_d]$ is designed to make $A_\theta - B_\theta K$ Hurwitz.

Similar to the sliding mode controller, the PD controller only needs the feedback of the transformed state. Therefore, we will include experimental results for the PD controller in the next section since $b_0$ for our robot is close to zero.

**V. TESTING RESULTS**

With the designed robot, we first simulate the designed controllers and then conduct experiments for aerial maneuvering. In addition, we also perform experiments for mode transitions.

**A. Simulation Results for Aerial Maneuvering**

We simulate the aerial maneuvering using Matlab/Simulink to validate the dynamics model and controller design. Based on our robot design, the following parameter values are chosen for the simulation: $m_t = 1.3 \times 10^{-3} \text{kg}$, $m_b = 25.2 \times 10^{-3} \text{kg}$, $l_t = 6.8 \times 10^{-2} \text{m}$, $l_b = 1.0 \times 10^{-2} \text{m}$, $I_t = 5.8 \times 10^{-6} \text{kg} \cdot \text{m}^2$, and $I_b = 1.0 \times 10^{-5} \text{kg} \cdot \text{m}^2$.

The initial value for $\theta_0$ is chosen as 105°, which means the robot takes off at an angle of 75°. The initial value for $\theta_m$ is chosen as 180°, which corresponds to the setup in experiments. We let the desired body angle $\theta^*_b = 30^\circ$ to make the robot land on ground with one of the two largest sides.

For the PD controller, we choose $K = [240, 20]^T$ to make the system approach $\theta^*_b$ within 0.2 second. With all the parameters and the dynamics model, the trajectory of $\theta_b$ with respect to time is obtained and shown by the solid line in Fig. 5.

For the sliding mode controller, we first calculate the bounds for the two items as: $k_1 = 2.2 \times 10^{-5}$ and $k_2 = 1.96 \times 10^{-6}$. The controller with saturation function is employed to reduce the chattering

$$u = (ak_1 \dot{z}_2 + k_2 \dot{z}_2^2 + k_3) \frac{\text{sat}(a \dot{z}_1 + \ddot{z}_2)}{\mu}$$

where $\text{sat}(\cdot)$ is the saturation function and $\mu$ a positive constant [39]. Let $a = 10$, $k_3 = 5 \times 10^{-4}$, and $\mu = 1$, which are chosen to make the response have a similar profile compared with the PD controller. The trajectory of $\theta_b$ for the sliding mode controller is shown as the dash line in Fig. 5.

Based on the simulation results, performances of the two controllers are compared and major metrics are listed in Table...
II. The sliding mode controller has a larger rising time 0.31s compared with 0.21s for the PD controller. However, if we consider the settling time as when \( \theta_b \) gets and stays within 10% of \( \theta_b^* \), then the sliding mode controller settles faster. The steady state errors for both controllers are zero, which verifies the stability of the system. In addition, the PD controller has a larger percent of overshoot compared with the sliding mode controller.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.

All the sensing, computation, and control are implemented by C programming in the embedded system discussed in section II-B. The microcontroller, ATmega128RFA1, runs at a speed of 8MHz. In each control loop, the microcontroller first samples raw angular velocities from the gyroscope. Then it obtains the current roll, pitch, and yaw angle by numerically integrating the angular velocity using the Runge-Kutta method. Based on the current pitch angle, the control input is computed and the tail motor is actuated using the controlled computation command. The time for one control loop is three millisecond, and the system can achieve a bandwidth of 333Hz, which is sufficient for feedback control as will be seen in the experimental results. Note that we neglect the drift problem for the gyroscope since the control time for our experiment is less than one second.

Three sets of experiments are conducted. First, to compare with results under active tail control, five jumping experiments with the tail disabled are performed. Second, five experiments with active tail control using the PD controller are conducted. Third, another five experiments using the sliding mode controller are carried out.

During each experiment, we use a Casio Exilim EX-ZR400 high-speed camera with a frame rate of 240 frames/s to record the entire motion. Meanwhile, the body’s instantaneous pitch, roll, and yaw angles—defined in Fig. 4—are recorded by the embedded control system, which are sent back to a computer wirelessly after landing. The initial pitch angle is obtained using the accelerometer. Since the roll and yaw angle cannot be controlled, we only measure the change for each angle starting from an initial zero angle.

**1) Jumping without Tail Actuation: For the five experiments without tail actuation, Fig. 6(a) shows the robot’s moving trajectory for one of them (jump 2). Referring to the height marked on the left side of the white board, we visualize that the robot jumps 32 inches (81.3 cm). Without actuating the tail, the robot’s pitch angle only changes slightly due to a small initial angular momentum. The landing posture of the robot is bad since landing on its feet may cause the robot to bounce severely on the ground, increasing the probability of damage. For jumping with the tail disabled, if there is no initial angular momentum and the air resistance is neglected, the pitch, roll, and yaw angles should be constants all the time. Fig. 7 shows the robot’s mid-air orientation for the five jumps, where the pitch, roll, and yaw angles are plotted with respect to time. For all the jumps, the pitch angles do not change too much since only a small initial angular momentum affects the pitch angles. In this case, the pitch angles should change linearly; however, this is not the case in Fig. 7 because the tail can slightly rotate even though it is not actuated due to the backlash between the tail gear and the motor gear. From plot (b) and (c) in Fig. 7, the roll and yaw angles change almost linearly in random manners. These imply that rotations about other axes are affected by random initial angular momentum that the robot might have after takeoff. Nevertheless, the changes in roll and yaw are relatively small, and they will not cause the robot to flip around in mid-air to affect its landing posture significantly.

**2) Aerial Maneuvering with the PD Controller: Experiments for tail actuated jumping are conducted as follows. Initially, the robot stands on the ground, and the accelerometer obtains the initial pitch angle. Once the robot jumps up, the accelerometer detects the free fall and triggers the controller to regulate the body’s pitch angle to a desired value by swinging the tail. In mid-air, the gyroscope measures the body’s instantaneous angular velocity, and the microcontroller calculates the body’s current angle by numerical integrations. With the current angle, current angular velocity, and the desired angle, the controller computes a voltage output for the tail motor to perform controlled aerial maneuvering.

For the PD controller, we tune the values for \( K_p \) and \( K_d \) by letting the robot fall from a given height since the dynamics is the same as the case when the robot jumps. Using the Ziegler-Nichols tuning method, we obtain values for the controller as \( K_p = 40 \) and \( K_d = 0.3 \).

Fig. 6(b) shows one of the motion trajectories (jump 1) for the robot using the PD controller. Same to the simulations, the desired angle of \( \theta_b \) is set to be 30°. From the trajectory, the robot rotates its tail to regulate the pitch angle to 30°. Eventually, the robot lands safely on a sponge pad with one of its two large sides.

Fig. 8 shows the robot’s pitch, roll, and yaw angles with respect to time. Combining Fig. 6(b) with Fig. 8(a), we observe that the tail rotates counter-clockwisely to make the pitch angle \( \theta_b \) approach 30°, which is the horizontal yellow solid line in

<table>
<thead>
<tr>
<th>Metric</th>
<th>PD controller</th>
<th>Sliding mode controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rising time (s)</td>
<td>0.21</td>
<td>0.31</td>
</tr>
<tr>
<td>Steady state error (degree)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Percent of overshoot (%)</td>
<td>18.66</td>
<td>4.56</td>
</tr>
</tbody>
</table>

**TABLE II**

**Simulation results comparison for the two controllers**

**B. Experimental Results for Aerial Maneuvering**

Based on the design presented in section II, the robot prototype is built. With the prototype and designed controllers, we conduct aerial maneuvering experiments to test the robot’s performance.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.

The experiments are set up as follows. We let the robot jump in front of a white board with height marks. To minimize the slippage during takeoff, the robot is placed on a sand paper to provide sufficient friction. Furthermore, the initial position of the tail is carefully adjusted onto the top of the body so that the initial angular momentum can be minimized at takeoff. Note that, however, the initial angular momentum cannot be eliminated as will be explained in the experimental results.
Fig. 6. Aerial maneuvering results from video frames show the robot trajectory in a single image for three cases. A schematic view for each robot in all the three images is added for illustration purposes. The dashed lines represent the tail, while the solid lines represent the body. (a) the tail is not actuated; (b) the tail is controlled by the PD controller; (c) the tail is controlled by the sliding mode controller. Note that the robot jumps from right to left in the figure.

Fig. 7. Experimental results for aerial maneuvering when the tail is not actuated: (a) the body’s pitch angle with respect to time; (b) the body’s roll angle with respect to time; (c) the body’s yaw angle with respect to time.

Fig. 8(a). The system has a rising time about 0.2s, i.e., the pitch angle reaches $30^\circ$ in 0.2s. After about 0.3s, it reaches a steady-state value about $28^\circ$, although a small oscillation exists. The reason for this oscillation is that the smallest voltage applied to the tail motor is set to be the minimum voltage which the motor overcomes its static friction. This means the motor will not stop running even if the body has reached the desired angle. Additionally, the roll and yaw plots in Fig. 8(b) and (c) provide information about rotations in uncontrolled axes. Unlike the case when the tail is disabled, some experiments have nonlinear curves such as the yaw angle for jump 3. The reason is that although the tail is only used to control the pitch angle, manufacturing or assembly error may induce the cross coupling between the tail and yaw or roll angle. Therefore, the rotation of the tail may slightly influence the change of yaw and roll angle.

3) Aerial Maneuvering with the Sliding Mode Controller: Aerial maneuvering with the sliding mode controller is conducted similar to the one using the PD controller. To simplify the parameter tuning process, we employ the simplified controller in Eq. (20) with a saturation function $\text{sat}(\cdot)$

$$u = k \text{ sat}\left(\frac{az_1 + z_2}{\mu}\right)$$

(23)

where $\mu$ is a positive constant. Similar to the PD controller, we tune the parameters to obtain good performances with the free-fall experiment, and the final parameters are chosen as $k = 255$, $\mu = 600$, and $a = 50$.

Five experiments are performed, and one (jump 4) of the robot’s trajectory is shown in Fig. 6(c). As seen from the trajectory, the robot lands on the ground safely with one of its two large sides. The three body angles for five experiments are plotted in Fig. 9. From Fig. 9(a), the system has a rising time about 0.3s, and the pitch angle $\theta_b$ oscillates around $30^\circ$ thereafter. Compared with results using the PD controller in Fig. 8, although the rising time is larger than the PD controller, the sliding mode controller has a smaller overshoot and steady state error. Furthermore, the oscillation after 0.3s is also smaller.

The robot also rotates in roll and yaw as can be seen from Fig. 9(b) and (c). Similar to the reason for the PD controller,
some of the curves for roll and yaw angle are nonlinear. Nevertheless, these rotations do not significantly affect the landing posture of the robot.

4) Comparison of the Two Controllers: To compare the results of the two controllers, we average the results of the five jumps for each controller and plot the averaged result in Fig. 10. The data for important metrics are also listed in Table III. For the rising time, the PD controller reaches the desired angle faster, which is the same to the simulation results shown in Table II. The settling time for both controllers, using the same definition for the simulation, is almost the same. However, different from the simulation results, the PD controller has a larger steady state error, which might be due to the discrete implementation of the controller. The percent of overshoot is similar to the simulation results with the sliding mode controller having a smaller overshoot.

C. Tail Assisted Mode Transition

Besides aerial maneuvering, the tail is also designed for transition between wheeling and jumping during the locomotion. But different from aerial maneuvering, the control of mode transitions is achieved by wireless open loop control. Various commands can be sent from a desktop computer wirelessly to the embedded system, which actuates the tail

![Graphs showing experimental results for PD and sliding mode controllers](image_url)
motor to rotate the tail in different directions with specified speeds. Meanwhile, we visually check the robot’s status to make sure it can finish the mode transition successfully.

As explained in the tail design part, the robot can utilize its tail to stand up for jumping from the wheeling mode, and to lie down for wheeling from the jumping mode. Experimental results for these two cases are elaborated in the following.

The first case is to let the robot stand up for jumping when the robot lies on the ground with its side. One experiment for this case is shown in Fig. 11, where four frames from a self-righting video are extracted with time labeled on the top right corner. In Fig. 11, the robot is first in the wheeling mode with its wheels on the ground. Then, the robot’s tail rotates towards the ground to make the robot’s wheels away from the ground. After that, the robot starts to store energy and lower its center of mass in order to obtain a stabilizing standing position later. At 12s, the robot is fully charged for jumping and the tail rotates to push the ground such that the robot can complete the transition to a standing position and be ready for taking off. Note that Fig. 11 only shows the self-righting from the side with wheels. If the robot lands on the ground with the other side, the tail can rotate in the opposite direction to perform self-righting as well.

The second case is transforming from the jumping mode to the wheeling mode. Fig. 12 shows one experimental result of such a transformation. Four frames are extracted from a video that records the process. As shown in the figure, the lying down process is successfully achieved by swinging the tail forward to push the ground, and the robot transforms to the wheeling mode.

Tail assisted mode transition enables the robot to perform multi-modal locomotion. The entire experiments for modal transition can be found in the accompanied video submission. The wheeling and turning experimental results can be found in the video as well.

![Image](image-url)

**Fig. 11.** Experimental results for transition from wheeling mode to jumping mode.

![Image](image-url)

**Fig. 12.** Experimental results for transition from jumping mode to wheeling mode.

**VI. CONCLUSION**

In this paper, we have presented the design, analysis, and experimentation of a miniature tailed jumping robot (MSU tailbot) that uses an active tail to maneuver in mid-air for safe landings. Additionally, the tailbot can wheel on the ground when no obstacle exists. The mechanical and electrical designs of the tailbot are detailed. The dynamics model for the tailbot in mid-air is established. Based on the dynamics model, the tail is optimized, and a PD controller and a sliding mode controller are designed. Both simulation and experimental results demonstrate successful aerial maneuvering using the two controllers. From the results, the two controllers have comparable performances with the sliding mode controller having a smaller steady state error in experiments. To the best of our knowledge, the tailbot is the first centimeter scale robot that has all the three capabilities: jumping, wheeling, and aerial maneuvering. With its small size and multi-mode locomotion ability, the tailbot can perform energy efficient locomotion in environments with obstacles, which has many applications such as mobile sensor networks, military surveillance, and environmental monitoring.
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