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� My Background

Education
• 2013 – 2017: B.S. Mechanical Engineering, SASTRA University
• 2019 – 2021: M.S. Systems Engineering, CSU

• Thesis title: Some Efficient Open-Loop Control Solution Strategies for Dynamic
Optimization Problems and Control Co-Design

• 2021 – Present: Ph.D. Systems Engineering, CSU, Fort Collins, CO

Research Experience
• 2018 – 2019: Research Assistant, National Institute of Technology, Trichy

• Development of bio-inspired vacuum insulation panels (VIP)

• 2020 – Present: Graduate Research Assistant, CSU, Fort Collins, CO
• Development of open-source tools for lower-order modeling, solution methods for

control co-design of Floating Offshore Wind Turbines (FOWT) and Marine
Turbines

• Summer 2023: Graduate Intern, National Renewable Energy Laboratory,
Boulder, CO

• Development of an optimal closed-loop blade-pitch controller for marine turbines
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� Design of Dynamic Systems
• Floating offshore wind turbines (FOWTs) and floating marine hydrokinetic

turbines can help harvest energy in offshore wind and tidal currents 1

• The design of dynamic systems like FOWT/marine turbines can be
challenging and time-consuming

• Airfoil shape → blade structural properties → generator → tower, platform,
mooring → control2

• Controllers are needed to ensure power generation and stability across all
environmental conditions

• Computational models are developed for these systems and are used to
design them

• Design optimization is used to identify optimal designs that minimize key
performance objectives

• Traditional design process has followed a sequential approach
• In these systems, there are strong interactions between the structural dynamics

and the controller
• The plant and the control must be designed concurrently to obtain

system-level optimal designs
• Recently, the importance of formal integrated design approaches like

control co-design (CCD) have been recognized by experts3

1 Garcia-Sanz 2019b; Garcia-Sanz 2019a; Ross et al. 2022; J. Jonkman et al. 2021 2 Pao et al. 2021
3 Garcia-Sanz 2019b
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� Control Co-Design

• Control co-design (CCD) is a class
of integrated design methods that
concurrently optimize the
dynamic system’s physical and
control aspects1

• CCD can help overcome some of
the limitations of traditional
sequential approaches

• CCD has been used to find
system-level optimal designs for
various dynamic systems

• These results have motivated
researchers to use CCD for designs
for wind and marine turbines2

1 Allison, T. Guo, and Han 2014 2 Sundarrajan, Hoon Lee, et al. 2023; Ross et al. 2022
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� Optimal Control

• Optimal control studies are carried out for wind/marine turbines to
understand ideal controller behavior

• Two types of control design studies are possible using CCD, namely
open-loop and closed-loop
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� Optimal Control (cont.)

• Open-loop optimal control does not assume a particular control architecture,
and it can help identify the maximum achievable performance limits

• But, open-loop control cannot be used to control an actual turbine

• Closed-loop control strategies are needed to design practical control
solutions

• Closed-loop controllers work with limited information

• Because of these reasons, the optimal control results from open-loop and
closed-loop studies are different

• Previous studies have used open-loop optimal control-based CCD
• The design identified using open-loop optimal control-based CCD is predicated

on this aspect of open-loop optimal control

• Few studies have investigated approaches to design closed-loop controllers
using open-loop optimal control results in the context of CCD

RQ Identifying suitable strategies to bridge the gap between open-loop and
closed-loop-based CCD would be key to utilizing the trade-offs
identified using CCD
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� FOWT Design

Different platform types for FOWT Adopted from Ref. Mei and Xiong 2021.
• Initial design efforts for FOWTs started from the standard onshore

configuration1

• Studies were carried out to identify stable platform and mooring
configurations

• Three different platform types have been identified: the semisubmersible, the
spar buoy, and the tension leg platform (TLP)2

• The platform’s floating motion affects the dynamics of the FOWT, and these
motions are key plant and control design drivers3

1 J. Jonkman 2008; Butterfield et al. 2007 2 Thiagarajan and Dagher 2014; Butterfield et al. 2007 3 J.
Jonkman 2008; J. M. Jonkman and Matha 2011
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� FOWT Design (cont.)
• Several studies have investigated the application of CCD to FOWTs1

• These studies have shown the importance of including control design to identify
stable and optimal platform designs

• But the focus of these studies is for specific platform types
• The choice of support structure for FOWTs is still an open question in

industry and academia
• Previous studies have investigated the trade-offs between different platform

types 2

• The comparisons were made for baseline turbine and platform designs, and the
cost is not taken into account

• By comparing the performance of optimal designs, key trade-offs can be
understood

RQ Comparing the performance of optimized FOWT designs identified
using CCD will help identify the key design trade-offs and provide a fair
comparison

1 Abbas, Jasa, et al. 2024; Sundarrajan, Hoon Lee, et al. 2023; Bayat, Lee, and Allison 2023 2 J. M.
Jonkman and Matha 2011; Zalkind et al. 2022

9



Intro Background ROSCO DFSM Add. Res. Fut. Work References Appendix

� Marine Turbine Design

• The principle of operation of marine turbines is similar to that of wind turbines
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� Marine Turbine Design (cont.)

• Unlike wind turbines, there is no consensus on a standard configuration for
marine turbines

• Exploring multiple designs and comparing their performance can help in
identifying an optimal design that balances multiple considerations

• Marine turbines’ current modeling and design practices do not facilitate
efficient design space exploration1

• Lower-order models and experimental setups have been used to model, design,
and test marine turbines2

• These studies provide critical insights, but it is unclear if this approach can
be easily extended to other designs and architectures

1 X. Guo et al. 2018; L. Zhang et al. 2015; Dewhurst et al. 2013; Jesus Henriques et al. 2014 2 Dewhurst
et al. 2013; Jesus Henriques et al. 2014; Martinez et al. 2020; Tatum et al. 2016; Ordonez-Sanchez et al.
2019
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� Marine Turbine Design (cont.)

• OpenFAST, an open-source modeling tool for horizontal-axis wind turbines
developed, has been extended to simulate marine turbines1

• To simulate a given marine turbine model using OpenFAST, a controller is
necessary

• Currently, there are no controllers for marine turbines that can be directly used
with OpenFAST

• Therefore, a controller needs to be developed

• ROSCO, an open-source controller developed by NREL for wind turbines
that has an automated tuning process2

RT Extending ROSCO for control of marine turbines would enable CCD of
marine turbines

1 Murray, Thresher, and J. Jonkman 2018 2 Abbas, Zalkind, et al. 2022
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� Marine Turbine Design (cont.)
• Marine turbines have been deployed in a fixed-bottom configuration
• Researchers have identified the operational benefits of floating marine

turbines
• Lower installation and operational costs1

• But a floating configuration would increase the loads, potentially resulting in
increased downtime

• Similar to FOWTs, costs would be higher

• The sequential design approach has been predominantly used for the design
of marine turbines

• But the sequential approach doesn’t take into account the effect the controller
has on the optimal design

• To show it is possible to find feasible/cost-optimal designs, it is necessary to
show that large LCOE reduction is possible using CCD

RQ Using the CCD approach, identify pathways that could result in a large
reduction in the LCOE of floating marine turbine systems using CCD as
compared to the sequential approach

1 Dewhurst et al. 2013; Fraenkel 2002
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� Issues with Computational Time
• To facilitate all of these studies, computationally inexpensive models of

FOWT/marine turbines systems are required
• Detailed models of these systems can be computationally expensive

• Numerical programming approaches used to solve the design problem can
require several hundred function evaluations

• The software architecture of these system models might be such that it is
impossible to link all the necessary variables of interest directly to an
optimizer

• Several approaches have been studied to overcome this issue:
1. Develop lower-order models that capture the essential physics of the

system1

2. Use linearized models derived from high-fidelity modeling tools2

• But these approaches have various drawbacks that limit their use

RT/RQ Construct surrogates of the dynamic model that can be used in CCD
studies

1 Bayat, Lee, and Allison 2023 2 Sundarrajan, Hoon Lee, et al. 2023
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� Research Questions
Summarizing the previous sections, the research goals and tasks explored in this
dissertation are as follows:

RQ1 Using the CCD approach, identify pathways that could result in a large
reduction in the LCOE of floating marine turbine systems

RQ2 Identify the trade-offs between different platform designs for FOWTs using
CCD

RQ3 Identify approaches to construct closed-loop optimal controllers based on the
insights identified using open-loop optimal control trajectories

In order to answer these research questions, the following tasks need to be com-
pleted:

RT1 Develop an easy-to-tune controller that can be used for closed-loop control of
marine turbines1

RT2 Identify an approach to construct computationally inexpensive surrogate
models of FOWT and marine turbine systems that can be used for both
open-loop and closed-loop optimal control-based CCD studies2

1 Sundarrajan, Daniel R. Herber, et al. 2024 2 Sundarrajan and Herber 2023
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� WEIS Toolbox

• The motivating application is to create a state-of-the-art wind and marine
turbine design tool named WEIS1

• It is built on OpenFAST2 and can perform CCD studies at three different
levels of fidelity

• The pre and post-processing blocks have different modules that can estimate
the cost and levelized cost of energy (LCOE) for wind and marine turbines

1 J. Jonkman et al. 2021 2 OpenFAST n.d.
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� Simultaneous CCD Formulation

minimize:
u,ξ,xp

o = M(ξ(t0), ξ(tf ), xp) +

∫ tf

t0

L(t, u, ξ, y, xp)dt (1a)

subject to: ξ̇(t)− f(t, u, ξ, xp) = 0 (1b)

Ph(t, u, ξ, y, xp) = 0 (1c)

Pg(t, u, ξ, y, xp) ≤ 0 (1d)

Bh(t0, tf , ξ(t0), ξ(tf )) = 0 (1e)

Bg(t0, tf , ξ(t0), ξ(tf )) ≤ 0 (1f)

where: y = g(t, u, ξ, xp)

• t ∈ [t0, tf ] is the defined time horizon
• ξ : states (e.g., generator speed and platform pitch)
• u : controls (e.g., generator torque and the blade pitch)
• xp: plant variables (e.g., tower height and thickness, blade length, platform

mass)
• y : outputs (e.g., generator power , blade and tower loads)
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� Simultaneous CCD Formulation (cont.)

minimize:
u,ξ,xp

o = M(ξ(t0), ξ(tf ), xp) +

∫ tf

t0

L(t, u, ξ, y, xp)dt (2a)

subject to: ξ̇(t)− f(t, u, ξ, xp) = 0 (2b)

Ph(t, u, ξ, y, xp) = 0 (2c)

Pg(t, u, ξ, y, xp) ≤ 0 (2d)

Bh(t0, tf , ξ(t0), ξ(tf )) = 0 (2e)

Bg(t0, tf , ξ(t0), ξ(tf )) ≤ 0 (2f)

where: y = g(t, u, ξ, xp)

• M(ξ(t0), ξ(tf ), xp) : Mayer term or terminal cost
• L(t, u, ξ, xp) : Lagrange term or running cost (e.g., maximize captured power)
• f(t, u, ξ, xp) : dynamic function or the state derivative function
• g(t, u, ξ, xp) : output function
• H = {Ph,Bh} : set of equality path and boundary constraints (e.g., initial

values of the states or control variables)
• G = {Pg,Bg} : set of inequality path and boundary constraints (e.g., simple

state and control bounds, limitation on the tower bending moment)
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� Closed-Loop CCD formulation

• We consider a closed-loop CCD problem where the plant variables (xp) and
controller parameters (xu) are the design variables

minimize:
xu,xp

o(u, ξ, y, xp) (3a)

subject to: H(t, u, ξ, y, xp, ξ(t0), ξ(tf )) = 0 (3b)

G(t, u, ξ, y, xp, ξ(t0), ξ(tf )) ≤ 0 (3c)

where: u = C(xu, ξ)

ξ =

∫ tf

t0

ξ̇(t)dt =
∫ tf

t0

f(t, u, ξ, xp)dt

y = g(t, u, ξ, xp)

• C(xu, ξ) is the controller
• ∫ tf

t0
ξ̇(t)dt is solved using an ODE solver
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� Solution Strategies
• The problem variables, and solution strategies are different for both

open-loop and closed-loop problems
• Open-loop optimal control/CCD problems require the solution of u(t) at every

instance in t
• Closed-loop problems require the solution of the plant variables and controller

parameters, which are not time-varying
• We use the direct transcription (DT) method to solve open-loop CCD

problems and a shooting-based approach to solving closed-loop CCD
problems

• Shooting-based approaches are less intrusive
• The optimizer generates candidate solutions
• The system is simulated for these candidates using an ODE solver
• The constraints and objectives are measured from the simulations

• DT approaches are more intrusive and need information about the dynamic
model

• The given time horizon is discretized into nt nodes
• The control and state values at each point in time is an optimization variable
• The dynamics are enforced as constraints between the discretized points

ξi+1 = ξi +
1
2

h(f i(·) + f i+1(·))
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� Solution Strategies

• Both these approaches are used to solve the different open-loop/closed-loop
problems

• The surrogate modeling approach must be applicable with both these
methods

21
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� Motivation

• Controller design practices for marine turbines have been adopted from wind
turbine literature

• Linearized models are obtained around set operating points, and controllers are
designed through Bode-shaping1

• The expertise of a control engineer is needed to identify optimal gains

• This approach can be time-consuming and harder to automate
• Does not enable efficient design space exploration

• Reference open source controller (ROSCO) was developed to particularly
address this issue

• ROSCO has an automated tuning process while providing industry-standard
functionalities

• ROSCO can be coupled with an optimizer to identify the optimal parameters (xc)

• ROSCO is an ideal tool to be used in early-stage design studies

1 Gunnink 2015
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� Control-Loops

• The generator torque (τg) and the blade pitch angle (β) are the two main
control variables for wind and marine turbines

• The operating region is separated into three different regions
• Below-rated (BR), transition (TR) and above-rated (AR)

• Different control goals and variables are used in these regions
• BR - Generator torque, TR - combination of both, AR - blade pitch
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� ROSCO Overview

• There are two primary control loops for τg and β

• A Proportional-Integral (PI) architecture is used for both controllers
• The main feedback variables are the generator speed (ωg), generator

power (P), and tower-top velocity (ẋt)
• The input to this closed-loop system is the generator speed error, measured

as:

−∆ωg = ωg,ref − ωg (4)

• Different ωg,ref are used for both controllers
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� ROSCO Overview (cont.)
• ROSCO uses a simplified, first-order model along with the Cp surface of the

given turbine to estimate how ωg varies with τg and β:

ω̇g =
Ng

J
(τa − Ngτgηgb) (5a)

τa =
1
2
ρAr

Cp(λ, β)

ωr
v3 (5b)

• These equations can be used to model the relevant aspects of the RM1 turbine
too

• The corresponding proportional (kp) and integral (ki) gain schedules for both
controllers are derived using first-order linearizations of Eq. (5)

• The closed-loop system between ∆τg or ∆β and ∆ωg is a second-order
system whose response can be characterized by its natural frequency (ωdes)
and damping ratio (ζdes)1:

H(s) =
ω2

des

s2 + 2ωdesζdes + ω2
des

(6)

• Controller response can be optimized by selecting appropriate values of
[ωdes, ζdes]

1 Franklin, Powell, and Emami-Naeini 2015
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� Below-Rated Controller

• The generator torque is the main control variable used in the below-rated
region

• The ωg,ref used in this region can be obtained as:

τg = Kω2
g and τg =

P
ωg

(7)

ωg,ref = ωg =

[
P
K

] 1
3

(8)

• The values of ωvs and ζvs are then selected as pvs = [0.7, 0.7] to derive kp,vs

and ki,vs
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� Above-Rated Controller
• Blade pitch is the main control variable used in the above-rated region
• The control goal in the above-rated region is to track the rated generator

speed ωg,ref = ωg,rated

• To improve the performance of the blade pitch controller, multiple values of
ωpc and ζpc for different values of v can be selected1

• Two values of the current speed v = [2.3,2.5] are used here

• For floating turbines, a feedback term is added to the blade pitch controller
response to address the negative-damping problem:

• This phenomenon occurs as a result of the coupling between the tower
motion and the blade pitch

• To counteract this, the tower-top velocity (ẋt) is filtered and proportionally fed
back to the blade pitch controller to dampen the pitching motion with a gain
kβ,float

• Several filters are applied to the tower-top velocity signal, and ωptfm is a key
corner frequency that affects the performance of the floating feedback

1 Zalkind et al. 2022
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� Controller Optimization
• The performance of the blade pitch controller is critical to the turbine design

• An optimizer is used to identify the key controller parameters
• The performance of the blade pitch controller is characterized by

xu = [ωpc, ζpc, kβ,float, ωptfm]

• A key goal is to minimize the tower-base loads for floating turbines
• The damage equivalent load for the tower base moment is the objective (DELt)

• A constraint is added to limit ωg to 20% of its rated value
• The resulting optimization problem formulation is:

min
xu

DELt (9a)

subject to: ωg ≤ 1.2ωg,rated (9b)

xu,min ≤ xu ≤ xu,max (9c)

where xu,min = [0.1, 0.1,−2, 10−5] and xu,max = [1.5, 3.0, 0.0, 1.0] respectively
• A derivative-free optimizer COBYLA is used in this study
• The shooting approach is used to solve the problem

• We simulate the model using fifteen different cases with v ∈ [0.5, 4] [m/s] from
DLC 1.1 for t = 300 [s] to calculate DELt
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� Results

Table: Optimization results.

Variable Initial Value Optimal Value
(xu,init) (xu,opt)

ωpc [rad/s] [0.90, 0.90] [0.67, 0.92]
ζpc [-] [0.70, 0.70] [0.94, 1.55]

kβ,float [-] −0.38 −0.43
ωptfm [rad/s] 0.66 0.41
DELt [kNm] 551.32 392.40

• The problem is formulated and solved using the WEIS toolbox, where Level 4
Nonlinear OpenFAST is used to model the dynamic response

• The problem is started from xu,init, and the parameters were identified
manually to give a ’reasonable’ performance

• The optimizer converges in 50 iterations for a specified tolerance of o = 10−2

• There is a 28% reduction in DELt between the initial and final values
• Each iteration takes around 5 hours to complete
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� Results (cont.)
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� Results (cont.)
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� Results (cont.)

• Lowering ωpc in the near-rated region helps offset the effects of the negative
damping problem

• The key takeaway is that ROSCO has been extended for control of marine
turbines, and by coupling ROSCO with an optimizer, the performance can be
improved
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� Introduction

• As seen in the previous study, using detailed wind/marine turbine models
directly in design studies can be computationally expensive

• For efficient design space exploration, inexpensive system models are required

• Surrogate-based design optimization studies typically approximate the
input-output response for expensive systems

• xc → DELt as seen in the previous study

• For dynamic systems, the evolution of the controls and states over the given
time horizon is an important consideration

• The dynamic response must be studied to understand the optimal behavior

• Evaluating this response is sometimes the most computationally expensive
operation

• Creating a surrogate model for this would significantly lower the
computational expense
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� Derivative Function Surrogate Models

DFSM

ξ̇ = f(u, ξ) ≈ f̂(u, ξ) (10a)

y = g(u, ξ) ≈ ĝ(u, ξ) (10b)

• We consider the case where the dynamic response can be modeled using
ODEs as shown in Eq. (10)

• This function is referred to as the derivative function
• Creating a surrogate model of this function has been studied under the term

derivative function surrogate model (DFSM)1

• The DFSM provides the state derivative (ξ̇) values for given inputs (u, ξ)
• The steps involved in the construction are:

• Create a sampling scheme for the inputs I = (u, ξ)
• Evaluate the derivative function O = f(I)
• Train a surrogate model that maps I → O

• Once constructed, the DFSM can be used for open-loop or closed-loop
optimal control/CCD studies

1 Deshmukh and Allison 2017; Lefebvre, Belie, and Crevecoeur 2018; Q. Zhang, Wu, and Lu 2022
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Caveats

1. Previous studies have assumed direct access to the derivative function
• But this is not the case with WEIS

2. Prior information about linear model structure has not been used in the
construction of the model

• Some state derivatives (ξ̇) can be linear relations of inputs (u, ξ). For example:

ξ̇3 = ξ2 − ξ1 or ξ̇1 = ξ3

3. Limited efforts have been made to validate the model once constructed
• Model refinement schemes have been used to identify the optimal results

4. Key outputs (y) are not captured by the model
• When designing FOWT, quantities such as tower base force/moment and

generated power are important
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� Overview

DFSM

f(·) ≈ f̂ low(·) + e(·) (11)

• The goal is to construct a multi-fidelity DFSM model with the structure
mentioned above

• f̂ low(·) is a low-fidelity linear-fit model
• e(·) is a higher-fidelity component that attempts to approximate the remaining

error

• The derivative function in Eq. (10) cannot be evaluated directly, but a black
box code can be simulated for a given input u ∈ Rnu to get the corresponding
outputs y ∈ Rny .

• The states ξ ∈ Rnξ are available from the outputs of the simulation y, and the
model does not have any other internal states, such that ξ ⊂ y.
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� Steps Involved

1. Run the necessary simulations to obtain the baseline data for state and
output trajectories

2. Construct at least a C1 continuous polynomial approximation of the state
trajectories ξ̂(t) and then evaluate polynomial approximation derivative ˆ̇

ξ(t)

3. Using the input-output data, construct a least-squares linear-fit approximation
creating f̂ low

4. Using the input-output data, evaluate the remaining error between the actual
state derivatives and the linear-fit model

5. Train a nonlinear surrogate model on this error using a selected approach
determining e

6. Validate the resulting multi-fidelity model
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� Step 1

Step (1)

Run the necessary simulations to obtain the baseline data for state
and output trajectories

• For a given system we generate total of nsim simulations for different control
inputs u to get the corresponding outputs y(t)

• From y, the state trajectories ξ can be extracted and organized as:

T =
[
t(1) t(2) · · · t(nsim)

]
(12a)

I =

[
U
X

]
=

[
u(1) u(2) · · · u(nsim)

ξ(1) ξ(2) · · · ξ(nsim)

]
(12b)
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� Step 2

Step (2)

Construct at least a C1 continuous polynomial approximation of the
state trajectories ξ̂(t) and then evaluate polynomial approximation

derivative ˆ̇
ξ(t)

• Construct a cubic-spline
interpolation scheme for ξ(t) on t

• Cubic-spline interpolation scheme
can provide continuous first and
second derivatives

Ẋ =
[
ξ̇(1) ξ̇(2) · · · ξ̇(nsim)

]
(13)
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� Step 3

Step (3)

Using the input-output data, construct a least-squares linear-fit
approximation creating f̂ low

• The low-fidelity portion is found by constructing a least-squares
approximation between the inputs I and the state derivatives Ẋ:

f̂ low(I) = f̂ L(I) = LI (14a)

L = (IIT)−1IT Ẋ (14b)

• If the system can be characterized by additional parameters w, then a LPV
system can be constructed as:

f̂ L = L(w)I =
[
BL(w) AL(w)

]
I (15)
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� Step 4

Step (4)

Using the input-output data, evaluate the remaining error between the
actual state derivatives and the linear-fit model

• Before constructing the corrective
function e(·), it is necessary to
subsample from the evaluated
error:

E = Ẋ − LI (16)

• It is computationally expensive to
construct a model using all the data

• We use the k-means method to
extract the subsamples

41



Intro Background ROSCO DFSM Add. Res. Fut. Work References Appendix

� Step 5

Step (5)

Train a nonlinear surrogate model on this error using a selected
approach determining e

• Radial basis functions (RBFs) are used to construct the nonlinear error
corrective function e in this study:

F(x) =
N∑

i=1

wi · ϕ(∥x − xi∥2) (17a)

ϕ(x) = exp(−x2) (17b)
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� Step 6

• The sequence of steps can be repeated to get a surrogate model for the
outputs y

Step (6)

ξ̇ ≈ f̂ = Aξ + Bu + ef (ξ, u) (18a)

y ≈ ĝ = Cξ + Du + eg(ξ, u) (18b)

43



Intro Background ROSCO DFSM Add. Res. Fut. Work References Appendix

� FOWT Model

• We use the IEA-15 MW FOWT model with a semi-submersible platform
• The main input to the system is the wind speed (w)
• The main states are the platform pitch (Θp), generator speed (ωg), and their

first time derivatives (Θ̇p, ω̇g)

ξ = [Θp, ωg, Θ̇p, ω̇g]
T (19)

ξ̇ = [Θ̇p, ω̇g, Θ̈p, ω̈g]
T (20)

• The controls are the generator torque (τg) and the blade pitch (β)

u = [τg, β]
T (21)

• The tower base fore-aft shear force (TF) and side-to-side moment (TM) are
the outputs considered

y = [TF, TM]
T (22)

• System simulations are obtained for ten different trajectories from DLC 1.1
• 80% are used to train the DFSM model, and the rest are used for testing
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� Problem Formulation

• An optimal control problem is formulated to maximize the power produced
• Power generation vs. load reduction is a key trade-off in wind turbine design

45

Problem Formulation

min:
u,ξ

∫ tf

t0

[
(−τgωg) + uT Wu

]
dt

(23a)

sub to: ξ̇ = f̂(w, u, ξ) (23b)

y = ĝ(w, u, ξ) (23c)

ξmin ≤ ξ ≤ [Θp,max, 7.2]
(23d)

Θp,max = [5, 7] [deg]
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� Validation

• The DFSM is validated by comparing the simulated states against the results
from OpenFAST for the same set of control inputs

• The results are shown for one of the test trajectories in the transition region
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� Validation Results

(a) Generator Speed. (b) Platform Pitch.

47

WEIS simulation time: 20 minutes, DFSM simulation time: 4 minutes
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� Validation Results (Cont.)

(a) Tower-base shear force. (b) Tower-base shear moment.

48

WEIS simulation time: 20 minutes, DFSM simulation time: 4 minutes
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� Validation Results (Cont.)

(a) PSD of platform pitch. (b) PSD of tower-base shear moment.

49

The PSD shows that the DFSM model can capture the key
frequencies.
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� Optimal Controls

(a) Optimal τg. (b) Optimal β.

50

The trends seen in the optimal control results match common
trends seen for wind turbine control.
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� Optimal States

(a) Optimal ωg. (b) Optimal Θp.

51

The optimizer is able to find solutions that balance the different
trade-offs using the DFSM.
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� Outputs

(a) Optimal P. (b) Optimal TM .

52

These figures show the constraint satisfaction v.s. power
generation trade-offs.



5

Additional Results



Intro Background ROSCO DFSM Add. Res. Fut. Work References Appendix

� ROSCO Simulation Using DFSM

• ROSCO has been integrated with the DFSM approach to use the DFSM
model as the plant model instead of OpenFAST

• Generator speed and its first-time derivative are the key states considered

ξ = [ωg, ω̇g],ξ̇ = [ω̇g, ω̈g]

• Current speed (v) is the only input
• The controls are still u = [τg, β]

• The generator power (P) and tower base moment (TM) are the key outputs
• The low-fidelity linear model is used as the DFSM model
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� Results for the Transition Region
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OpenFAST simulation time: 17 hours, DFSM simulation time: 67
sec, Speedup: 900×
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� Results for the Transition Region (cont.)
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OpenFAST simulation time: 17 hours, DFSM simulation time: 67
sec, Speedup: 900×
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� Conclusion

• As part of the first study, ROSCO has been extended for control of marine
turbines

• As part of the second study, a DFSM approach has been developed and
validated for both wind and marine turbines

• The application of the DFSM for open-loop optimal control and closed-loop
control using ROSCO has been demonstrated

• Utilizing the tools developed as part of these tasks to answer the research
questions will be discussed briefly next
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� RQ1 CCD of Marine Turbines Using DFSM
RQ1 Using the DFSM approach and CCD, identify pathways that could result

in a large reduction in the LCOE of floating marine turbine systems
• The goal of this study is to show the efficacy of the CCD for the design of

marine turbines and demonstrate the use of the DFSM approach and the
WEIS toolbox for the design of marine turbines

1. Identify a set of design variables belonging to the platform, mooring, tower
subsystems

2. Identify key design driving DLCs for marine turbines
3. Find the optimal design of the floating marine turbine through a sequential

approach to minimize the LCOE
• This will be the benchmark value

4. Identify the optimal design using CCD with the nested approach:
• For each iteration of the outer loop, construct the DFSM model
• Solve an open-loop optimal control problem to maximize the annual energy

production (AEP) and minimize the tower-base loads
• Calculate the LCOE value
• Repeat till convergence

5. Compare the LCOE, AEP, key tower and blade loads for the sequentially
designed turbine and the optimal design obtained using CCD
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� RQ2 Identifying Platform Trade-Offs for FOWTs using CCD

RQ2 Identify the trade-offs between different platform designs for FOWTs
using CCD

1. Identify a set of design variables belonging to the platform, mooring, and
tower subsystems for the three different types of platforms

• Semisubmersible, spar buoy, tension leg

2. Identify the optimal design for each platform type using CCD with the nested
approach:

• For each iteration of the outer loop, construct the DFSM model
• Solve an open-loop optimal control problem to maximize the annual energy

production (AEP) and minimize the tower-base and blade loads
• Calculate the LCOE value
• Repeat till convergence

3. Compare the LCOE, AEP, key tower and blade loads for the optimized
designs of all three platform types for different locations, and identify the
trade-offs
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� RQ3 Open-Loop to Closed-Loop Optimal Control

RQ3 Identify approaches to construct closed-loop optimal controllers based
on the insights identified using open-loop optimal control trajectories

1. Trajectory tracking approach: Set up the closed-loop controller to
follow the open-loop trajectory

2. Performance tracking approach: Set up the closed-loop controller to
have the same mean and standard deviation of key objectives as the
open-loop optimal control solutions
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� RQ3 Open-Loop to Closed-Loop Optimal Control (cont.)

• Generate different (nseeds) wind/current input profiles for different wind/current
speeds (nv), each having nt points

• Generate DFSM model
• Solve the open-loop optimal control problem for all nv × nseeds and generate

optimal trajectories

• Approach 1
• Generate representative trajectory for

each nv wind speed, by aggregating the
results of nseeds

• Solve a closed-loop optimal control
problem for the representative set of
wind/current profiles to get xc such that
the mean square error between the
aggregated open-loop solution and
closed-loop solution, uOL and uCL, is
minimized

• Approach 2
• Find the mean (µ) and range (R) of a

given objective, say the tower base
moment TM , for each wind/current speed
nv across the different nseeds for the
open-loop optimal control solution

• Solve a closed-loop optimal control
problem for the same set of (nv × nseeds)
wind/current profiles to get xc such that
the squared error between the mean of
the open-loop solution (µOL) and closed
loop solution (µCL), is minimized

• Compare the performance of each controller for a new set of wind/current
profiles and compare the results
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� Open-Loop Optimal Control
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� Additional Results
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� Additional Results (continued)
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� Results for Marine Turbine

(a) Generator Speed. (b) Platform Pitch.

• We use the RM1 marine turbine model with a semi-submersible platform
• The same states are used, whereas the inputs are current speed and wave

elevation
• System simulations are obtained for ten different trajectories from DLC 1.1
• A GPR-based error corrective function is used in this case
• 40% are used to train the DFSM model, and the rest are used for testing
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� Validation Results

(a) Current Speed. (b) Wave Elevation.

70

WEIS simulation time: 17 hours, DFSM simulation time: 15 sec,
Speedup: 4000×
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� Validation Results (Continued)

(a) Tower-base share force. (b) Tower-base shear moment.
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� Validation Results (Continued)

(a) PSD of platform pitch. (b) PSD of tower-base shear moment.
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� ROSCO Results for Below-Rated Region
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OpenFAST simulation time: 17 hours, DFSM simulation time: 20
sec, Speedup: 3000×
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� Results for Above-Rated Region
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