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II. Probabilistic soil moisture dynamics
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Abstract

A stochastic model for soil moisture dynamics at a point is studied in detail. Rainfall is described as a marked Poisson process, producing a state-dependent infiltration into the soil. Losses due to leakage and evapotranspiration also depend on the existing level of soil moisture through a simplifying but realistic representation of plant physiological characteristics and soil properties. The analytic solution of the steady-state probability distributions is investigated to assess the role of climate, soil, and vegetation in soil moisture dynamics and water balance. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In this paper we analyze the role of the various components of the climate–soil–vegetation system on the temporal dynamics of soil moisture. The goal is to provide a realistic description of soil moisture dynamics in an analytically tractable way, as a basis for a quantitative understanding of the vegetation response to water stress. This approach may also be useful to have insights on other processes closely related to soil moisture dynamics, such as soil–atmosphere interaction, soil production and litter decomposition, plant nutrient uptake, and soil gas emissions.

The present modeling effort constitutes an improvement and extension of the previous work by Rodriguez-Iturbe et al. [54]. We have modified their representation of evapotranspiration and leakage losses toward a more realistic description of soil moisture dynamics, especially in conditions of drought. All the various mechanisms involved and the related simplifying assumptions are discussed below with particular attention to the modeling of plant transpiration within the scheme of the soil–plant–atmosphere continuum.

2. Soil water balance at a point

Under the simplified conditions that the lateral and vertical contributions can be neglected (see Part I [55], Section 3), the soil moisture balance at a point is expressed as

\[ n Z_r \frac{d s(t)}{dt} = \phi[s(t); t] - \chi[s(t)], \]

where \( n \) is the porosity; \( Z_r \) is the depth of active soil or root depth; \( s(t) \) is the relative soil moisture content \( (0 \leq s(t) \leq 1) \); \( \phi[s(t); t] \) is the rate of infiltration from rainfall; \( \chi[s(t)] \) is the rate of soil moisture losses from the active soil.

The infiltration from rainfall, \( \phi[s(t); t] \) is the stochastic component of the balance. It represents the part of rainfall that actually reaches the soil column, i.e.,...
\[ \phi(s(t); t) = R(t) - I(t) - Q(s(t); t), \]  

where \( R(t) \) is the rainfall rate, \( I(t) \) is the amount of rainfall lost through interception by canopy cover, and \( Q(s(t); t) \) is the rate of runoff.

Evapotranspiration and leakage constitute the losses of the balance, i.e.,

\[ \chi(s(t)) = E[s(t)] + L[s(t)], \]

where \( E[s(t)] \) and \( L[s(t)] \) are the rates of evapotranspiration and leakage, respectively.

Eq. (1) is a stochastic, ordinary differential equation for the state variable \( s(t) \). For simplicity of notation, in what follows we will dispense with the indication of the time dependence of soil moisture whenever it is not necessary. The main components of the soil–water balance described above are schematically shown in Fig. 1. We now proceed to discuss the assumptions made to model the various terms of Eq. (1). Throughout the paper it will be assumed that the model representation corresponds to a growing season in which the different climate and vegetation parameters remain constant in time. As pointed out in Part I [55], in cases where there is considerable variation in climate and vegetation parameters throughout, the growing season one possibility is to estimate two set of parameters corresponding to the early and the late growing season, respectively.

![Schematic representation of the various mechanisms of the soil water balance with particular emphasis on the role of different functional vegetation types.](image)

Fig. 1. Schematic representation of the various mechanisms of the soil water balance with particular emphasis on the role of different functional vegetation types.

### 2.1. Rainfall modeling

At small spatial scales, where the contribution to rainfall of soil-moisture recycling is negligible, the rainfall input can be treated as an external random forcing, independent of the soil moisture state. The inclusion of the stochastic nature of rainfall is essential to attempt a proper modeling of soil moisture dynamics. The response of vegetation (i.e., resistance to drought, productivity, reproduction and germination, etc.) in water-controlled ecosystems is also strongly linked to the intermittent and unpredictable character of rainfall availability (e.g., [46]).

Since the occurrence and amount of rainfall are both stochastic, we idealize the occurrence of rainfall as a series of point events in continuous time, arising in a Poisson process of rate \( \lambda \) and each carrying a random amount of rainfall extracted from a given distribution. The temporal structure within each rain event is ignored and the marked Poisson process representing precipitation is physically interpreted at a daily time scale, where the pulses of rainfall correspond to daily precipitation assumed to be concentrated at an instant in time.

The distribution of the times \( \tau \) between precipitation events is exponential with mean \( 1/\lambda \) (e.g., [13]), i.e.,

\[ f_\tau(\tau) = \lambda e^{-\lambda \tau} \quad \text{for} \ \tau \geq 0. \]  

The depth of rainfall events is assumed to be an independent random variable \( h \), described by an exponential probability density function

\[ f_h(h) = \frac{1}{\alpha} e^{-\frac{h}{\alpha}} \quad \text{for} \ h \geq 0, \]  

where \( \alpha \) is the mean depth of rainfall events. Since the model is interpreted at the daily time scale, \( \alpha \) may be estimated as the mean daily rainfall in days when precipitation occurs. In the following we will often refer to the value of the mean rainfall depth normalized by the active soil depth, i.e.,

\[ \frac{1}{\gamma} = \frac{\alpha}{nZ_r}. \]

Both distributions, Poisson and exponential, are of common use in simplified models of rainfall at daily time scale. The exponential distribution fits well daily rainfall data and, at the same time, allows analytical tractability [3,17].

Notice that the rainfall rate \( R(t) \) in Eq. (2) can be linked to the probability distributions (4) and (5), if one expresses the marked Poisson process as a temporal sequence, i.e.,

\[ R(t) = \sum_i h_i \delta(t - t_i), \]

where \( \delta(\cdot) \) is the Dirac delta function, \( \{h_i, i = 1, 2, 3, \ldots\} \) is the sequence of random rainfall depths with distribution given by (5), and \( \{t_i = t_i - t_{i-1}, i = 1, 2, 3, \ldots\} \) is the interarrival time sequence of a stationary Poisson process with rate \( \lambda \).
2.2. Interception

A considerable amount of rainfall is intercepted by the aerial part of vegetation, the remaining directly reaches the soil as throughfall. Especially in arid and semiarid climates, where rainfall events are generally short and evaporation demand is high, a sizeable fraction of the intercepted rainfall is lost directly through evaporation, while the rest reaches the soil as stem flow (e.g., [16,59,68]). The precise mechanisms of interception are quite complicated to model and depend on vegetation type as well as on the intensity and duration of rainfall. Because of its strong dependence on the type of plant and more specifically on its leaf area index, the amount lost by interception can indeed be quite different for, say, trees and grasses. As an example, well-vegetated trees in South-African savannas can intercept over to 0.2 cm of rainfall per storm event [60], while grasses usually intercept much less. At small spatial scales interception is also known to alter the spatial distribution of the water reaching the soil (e.g., through stem flow and crown shading; [59]), but we do not consider these effects in this paper.

In order to keep analytical tractability, interception will be incorporated in the stochastic model by simply assuming that, depending on the kind of vegetation, a given amount of water can be potentially intercepted from each rainfall event. This implies fixing a threshold for rainfall depth, \( A \), below which no water reaches the ground. If the depth of a given rainfall event, \( h_i \), is higher than \( A \), then the actual rainfall depth reaching the soil is assumed to be \( h_i - A \), and \( A \) is lost by interception. The amount of water intercepted can be related to the type of vegetation simply by using different values for \( A \). The model of interception is sketched in Fig. 2(a) using \( A_t = 0.2 \) and \( A_g = 0.05 \) cm, for trees and grasses, respectively. The effect of wind and air temperature on interception losses are negligible compared to the role of

\[ L' = \lambda \int_0^\infty f_H(h) dh = \lambda e^{-A/h} \tag{8} \]

and the depths \( h' \) have the same distribution as \( h \), given by Eq. (5). Thus, one can simply write

\[ R(t) - I(t) = \sum_i h'_i \delta(t - t'_i), \tag{9} \]

where \( \{ t'_i = t'_i - t'_{i-1}, i = 1, 2, 3, \ldots \} \) is the interarrival time sequence of a stationary Poisson process with frequency \( L' \).

2.3. Infiltration and runoff

It is assumed that, when the soil has enough available storage to accommodate the totality of the incoming rainfall event, the increment in water storage is equal to the rainfall depth of the event; whenever the rainfall depth exceeds the available storage, the excess is converted in surface runoff. Since it depends on both rainfall and soil moisture content, infiltration from rainfall results to be a stochastic, state-dependent component, whose magnitude and temporal occurrence are controlled by the entire soil moisture dynamics. We do not consider the temporal propagation of the wetting front.

![Graphs](Fig. 2. Representation of the modeling scheme adopted for interception: (a) temporal sequence of rainfall events (h is the rainfall depth) along with the thresholds of interception, \( A_t \) and \( A_g \), typical for trees and grasses; (b) typical example of the percentage of intercepted rainfall as a function of the total rainfall per event.)
into the soil, because of the vertically lumped representation of soil moisture dynamics. However, this is not judged to be too restrictive when the soil moisture dynamics is considered at the daily time scale.

The probability distribution of the infiltration component may be easily written in terms of the exponential rainfall-depth distribution (5) and soil moisture state \( s \). If we refer, for future convenience, to its dimensionless counterpart \( y \) (i.e., the infiltrated depth of water normalized by \( nZ_r \)) we can write

\[
f_Y(y, s) = \gamma e^{-\gamma y} + \delta(y - 1 + s) \\
\quad \times \int_{1-s}^{\infty} \gamma e^{-\gamma u} du \quad \text{for } 0 \leq y \leq (1 - s),
\]

where \( \gamma \) is defined in Eq. (6). The mass at \((1 - s)\) represents the probability that a storm will produce saturation when the soil has moisture \( s \) (Fig. 3). This sets the upper bound of the process at \( s = 1 \), making the soil moisture balance evolution – e.g., Eq. (1) – a bounded shot noise process. Although the bounded character of the process would at first seem to make it quite complex from a mathematical viewpoint, the Markovian nature of the process allows for a complete analytical solution, at least in the case of steady-state conditions, as will be discussed later on.

Similarly to Eq. (9), infiltration from rainfall can be written in Eq. (1) as

\[
\varphi[s(t), t'] = nZ_r \sum_i y_i \delta(t - t_i'),
\]

where \( \{y_i, i = 1, 2, 3, \ldots\} \) is the sequence of random infiltrations having distribution (10).

The probabilistic analysis of the temporal distribution of runoff production resulting from the process implies the study of the crossing properties of the level \( s = 1 \), along the lines that will be discussed in the third part of this series [51]. We only notice here that the runoff process by itself is not Markovian, and the temporal distribution of its time of occurrence is not exponential.

It is worth noticing that runoff production may also be interpreted in a different but equivalent manner by considering an alternative process where runoff occurs from deterministic losses which take place at an infinite rate above \( s = 1 \). In this case the state variable \( s \) is not required to be formally bounded at \( s = 1 \), as the instantaneous decay above \( s = 1 \) makes the process completely equivalent to the bounded one for \( s < 1 \). This interpretation will turn out to be useful for a more intuitive interpretation of some of the results that will be obtained.

2.4. Active soil depth

The soil is modeled as an horizontal layer of depth \( Z_r \) with homogeneous characteristics. The product of soil depth and porosity defines the active soil depth, \( nZ_r \), which is the height (or volume per unit surface area) available for water storage. From a physical viewpoint, the active soil depth in Eq. (1) represents the inertia of the system and, as such, controls the temporal scale of the system response. As will be seen in detail later, different values of \( nZ_r \) greatly affect the response and interaction of soil and vegetation to climate forcing. It is interesting to point out how the intermittent nature of the forcing, which makes the system undergo continuous fluctuations, leads to the aforementioned role of the active soil depth, even in statistically steady conditions. From a mathematical viewpoint, this important interplay between temporal forcing and soil depth can be understood from Eq. (1) by noticing that, if the infiltration from rainfall had been constant in time, instead of being intermittent, the steady condition would have been independent of soil depth.

The values of porosity and soil depth are generally influenced by many factors. Porosity usually shows some dependence on soil texture; plant roots and the action of small animals may also alter the value of the so-called macroporosity and produce preferential direction for water movement. However, since the effective importance of these latter variations of porosity are difficult to quantify without making the modeling scheme restrictively specific, we will refer only to variations due to different soil textures (see Table 1).

The actual soil depth involved in the water balance is a difficult parameter to estimate and may show a large range of spatial variation, depending on soil pedology and, especially, vertical root distribution (e.g., [7, 28, 63]). Thus, we will not fix a priori the values of \( Z_r \), but rather consider a range of possible values estimated from field observations, according to the type of vegetation present at the site. As a general rule, trees generally have deeper roots than grasses, and tend to be accompanied by a slightly higher effective soil porosity (see Fig. 1).
Table 1
Parameters describing various soil characteristics used in the model for four different soil textures

<table>
<thead>
<tr>
<th>Texture</th>
<th>$\Psi_s$ (MPa)</th>
<th>$\Psi_s$ (log)*</th>
<th>$\beta$</th>
<th>$\theta$</th>
<th>$K_r$ (cm/d)</th>
<th>$n$</th>
<th>$s_n$</th>
<th>$s_w$</th>
<th>$s'$</th>
<th>$s_\text{ic}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>$-1.85 \times 10^{-3}$</td>
<td>$-0.34 \times 10^{-3}$</td>
<td>4.05</td>
<td>11.1</td>
<td>&gt;200</td>
<td>0.35</td>
<td>12.1</td>
<td>0.08</td>
<td>0.11</td>
<td>0.33</td>
</tr>
<tr>
<td>Loamy sand</td>
<td>$-0.88 \times 10^{-3}$</td>
<td>$-0.17 \times 10^{-3}$</td>
<td>4.38</td>
<td>11.7</td>
<td>$\approx 100$</td>
<td>0.42</td>
<td>12.7</td>
<td>0.08</td>
<td>0.11</td>
<td>0.31</td>
</tr>
<tr>
<td>Sandy loam</td>
<td>$-2.10 \times 10^{-3}$</td>
<td>$-0.70 \times 10^{-3}$</td>
<td>4.90</td>
<td>12.8</td>
<td>$\approx 80$</td>
<td>0.43</td>
<td>13.8</td>
<td>0.14</td>
<td>0.18</td>
<td>0.46</td>
</tr>
<tr>
<td>Loam</td>
<td>$-4.68 \times 10^{-3}$</td>
<td>$-1.43 \times 10^{-3}$</td>
<td>5.39</td>
<td>13.8</td>
<td>$\approx 20$</td>
<td>0.45</td>
<td>14.8</td>
<td>0.19</td>
<td>0.24</td>
<td>0.57</td>
</tr>
<tr>
<td>Clay</td>
<td>$-3.97 \times 10^{-3}$</td>
<td>$-1.82 \times 10^{-3}$</td>
<td>11.4</td>
<td>25.8</td>
<td>$&lt; 10$</td>
<td>0.5</td>
<td>26.8</td>
<td>0.47</td>
<td>0.52</td>
<td>0.78</td>
</tr>
</tbody>
</table>

*The values of $s_n$, $s_w$, and $s'$ have been calculated supposing a soil water potential $\Psi_s = -10$ MPa, $\Psi_s = -3$ MPa, and $\Psi_s = -0.03$ MPa, respectively; $s_\text{ic}$ is the s level at which the leakage losses become negligible with respect to the evapotranspiration losses (see text for details).

Data reference: Clapp and Hornberger [8].

The values reported are those typical found in the literature, e.g., [15, pp. 80–81]; [26, p. 8]; [31].

Data from: Dingman [16, p. 215]; Lai and Katul [31]; Cosby et al. [10].

A number of links and feedbacks between vegetation, climate, and soil will not be considered in this analysis, being of secondary importance at the time scale we are concerned with. For analyzes focusing on the long-term evolutionary dynamics of vegetation, however, one should take into account the variations of porosity, soil aging, and soil depth, which are linked to soil production and litter decomposition and in turn also to soil moisture dynamics. Such variations generally take place at much longer timescales than the ones considered here, but can become faster in tropical ecosystems (e.g., [34]). In those cases, $nZ\text{e}$ and the other soil characteristics should not be considered static parameters, but evolving variables.

The relevance of the active soil depth has also been emphasized in what concerns its role on large-scale soil moisture dynamics and its relevant ecological consequences. Milly and Dunne [40] and Milly [39] have studied the effect of soil depth on the global water balance and its response to climate change. Nepstad et al. [42], Canadell et al. [7], and Scholes and Archer [39] have dealt with the impact of soil depth on the vegetation stress and on the possible selection of temporal niches of soil–moisture availability by different vegetation types.

2.5. Evapotranspiration

Since interception has already been subtracted, the term $E(s, t)$ in Eq. (3) represents the sum of the losses resulting from plant transpiration and evaporation from the soil. Although these are governed by different mechanisms, we will not consider them separately, but rather we will model evapotranspiration as the sum of the two. At very low levels of soil moisture, when plants stop transpiring (i.e., below the so-called wilting point $s_w$), we will speak only of evaporation.

When soil moisture is high, the evapotranspiration rate depends mainly on the type of plant and climatic conditions (e.g., wind speed, air temperature and humidity, etc.). As long as soil moisture content is sufficient to permit the normal course of the plant physiological processes, evapotranspiration is assumed to occur at a maximum rate $E_{\text{max}}$, which is independent of $s$. When soil moisture content falls below a given point $s'$, which, as we shall see, depends on both vegetation and soil characteristics, plants start reducing transpiration closing their stomata to prevent internal water losses (e.g., [25,34,44,61,66]). Below $s'$, soil water availability becomes a key factor in determining the actual evapotranspiration. Photosynthesis-related transpiration and root water uptake continue at a reduced rate until soil moisture reaches the wilting point $s_w$. At this level, suction to extract water from soil is so high that it damages the plant tissues (e.g., [33,44,61]). Small water losses from the plant continue via cuticular transpiration and, if soil water is not replenished by rainfall, wilting and irreversible plant damage begin to appear. We will discuss in more detail the plant response to water stress in the third part of this series [51]. Below wilting point, $s_w$, soil water is further depleted by evaporation only at a very low rate up to the so-called hygroscopic point, $s_h$.

Even though the rate of transpiration below $s'$ is reduced through complex mechanisms and feedbacks, exerted at different levels by each particular plant (and involving also wind speed, air humidity, temperature, and radiation at the site), the relationship between the rate of plant water uptake and soil moisture content between $s'$ and $s_w$ is well approximated by a linear decrease (e.g., [25,61]). Fig. 4 shows an example of the relationship between leaf conductance and soil moisture content measured during a controlled experiment. The strongly nonlinear, threshold-like dependence of the transpiration rate on soil moisture content is clearly evident. Since, under normal conditions, leaf conductance exerts the most important control on transpiration (e.g., [29,45]) – to the point that the transpiration rate is practically proportional to leaf conductance – the same kind of dependence on soil moisture is also to be expected for transpiration, when the water vapor deficit is kept constant. Notice also from Fig. 4 that the soil moisture level at incipient stomatal closure does not sensibly change notwithstanding the relevant variations.
of the vapor pressure deficit. For most of the plants in temperate and semiarid regions, similar experimental evidences of this typical behavior can be found in the literature, both at the level of the single plant and of the entire stand (e.g., [20–22,50,62,67]). Due to different and specialized photosynthetic pathways (e.g., the CAM pathway), notable exceptions to this behavior have been reported in extremely arid regions (e.g., [34,36]), so that suitable modifications should be considered for the analogous modeling of transpiration vs soil moisture in particular species of desert flora.

From the above discussion, losses from evapotranspiration will be assumed to happen at a constant rate $E_{\text{max}}$ for $s^* < s < 1$, and then to linearly decrease with $s$, from $E_{\text{max}}$ to a value $E_w$ at $s_w$. Below $s_w$, only evaporation from the soil is present and the loss rate is assumed to decrease linearly from $E_w$ to zero at $s_h$. The dependence of evapotranspiration losses on soil moisture is summarized in the following expression

$$E(s) = \begin{cases} E_w \frac{s-s_h}{s_w-s_h}, & s_h < s \leq s_w, \\ E_w + (E_{\text{max}} - E_w) \frac{s-s_w}{1-s_w}, & s_w < s \leq s^*, \\ E_{\text{max}}, & s^* < s \leq 1, \end{cases}$$

(12)

whose behavior is shown in Fig. 5. The introduction of the two new thresholds $s_w$ and $s_h$ and the distinction between transpiration and evaporation at low soil moisture levels represent an important modification to the model presented in Rodriguez-Iturbe et al. [54]. This improvement is necessary to represent better the soil moisture dynamics under drought conditions as well as for the related analysis of the crossing properties of the wilting point level. In the previous version of the model the evapotranspiration losses decrease linearly from $E_{\text{max}}$ at $s^*$ to zero at zero soil moisture, and thus the losses at low levels of soil water contents are somewhat overestimated. With the present improvements the amount of water unavailable to plants below wilting point is realistically taken into consideration. As will be seen in the following discussion concerning the role of soil texture, this amount can be considerable when the soil contains large percentages of clay.

The smallest timescale of interest under the framework of the present model is the daily scale. Thus no consideration is made of hourly fluctuations in evapotranspiration rates and hence we refer to daily average values of $E_{\text{max}}$. These values will be assumed to be approximately constant during the growing season. As for the case of the rainfall input, when dealing with growing seasons of four or more months it may be necessary to use different parameters for evaporation losses in the early and the later part of the growing season. Possible estimates of $E_{\text{max}}$ values may be obtained using physically-based expressions, such as the Penman–Monteith equation, relating atmospheric demand and leaf conductance (e.g., [4,16,20,21]). However, because of the uncertainty in applying these theoretical expressions [4], in the following we prefer to refer to measured data, analogously to what is done, for example, by Paruelo and Sala [50]. For regions with hot growing seasons, values of $E_{\text{max}}$ are typically around 0.5 cm/d for grasses and 10% less for trees (e.g., data from [60]). Of this total value approximately 0.1 cm/d can be attributed to evaporation from the soil (e.g., [45, p. 360]). Particular values of evapotranspiration rates for different water-controlled ecosystems will be discussed in the applications presented in Part IV of this series [32]. The higher maximum transpiration rate of grasses in these regions is partly explained by the more efficient $C_4$ pathway of photosynthesis that many grasses of semiarid ecosys-
tems have with respect to the more common and less efficient C₃ pathway of trees. It is good to remark that the values of $E_{\text{max}}$ refer to evapotranspiration rates representative of a unitary surface uniformly covered with vegetation.

Both the value of soil moisture $s'$ at which transpiration starts being reduced and the wilting point $s_w$ depend on the type of vegetation as well as on the soil properties. An indication of their possible values can be obtained from the soil–plant–atmosphere continuum scheme, which describes the transfer of water by plants from soil to atmosphere in terms of the water potential, $\Psi$ (e.g., [34, 45, 47, 65]). Any given plant is characterized by typical levels of plant water potential below which evapotranspiration is reduced and finally stopped. Neglecting hourly diurnal fluctuations (e.g., [34, p. 247]), and using only average daily values, plant water potential can be related to soil matric potential, $\Psi_{s'}$ (see Part III of this series). Thus, for each type of plant, one can fix typical values of soil matric potential, $\Psi_{s,s'}$, and $\Psi_{s',s_w}$, at which stomatal closure begins and is completed, respectively. Soil matric potential can then be related to relative soil moisture using the soil–water retention curves (e.g., [8, 16, 27]). Such curves depend on the type of soil, and this provides the dependence of $s'$ and $s_w$ on soil texture.

In general, wilting point for plants in water-controlled ecosystems under natural conditions are considerably lower than the value of –1.5 MPa commonly assumed for temperate crops. For plants in semiarid environments, typical values of soil matric potential at the wilting point, $\Psi_{s,s'}$, can reach values as low as –5 MPa, even –5 MPa (e.g., [34–36, 53, 60]). There is considerable variation among different plants, but the permanent wilting point is generally lower for grasses than for trees, even though grasses undergo water stress conditions before trees do. There are fewer available data for $\Psi_{s,s'}$, which in some water-restricted ecosystems is estimated to be around –0.03 MPa, with values somewhat larger for grasses than for trees (e.g., [60]).

As explained above, the values of $s'$ and $s_w$ can be deduced from the soil–water retention curves. Following Clapp and Hornberger [8] one can use empirically-determined soil–water retention curves of the form

$$\Psi_k = \Psi_k s'^b$$

where $\Psi_k$ and $b$ are experimentally determined parameters (see Table 1). Typical curves for loamy sand and loam are shown in Fig. 6. It is not worth noticing that, in order to obtain values of $s_w$ and $s'$ in reasonable agreement with measured field data, one should use $\Psi_k$ as given by the geometric mean of the measured values (reported by Clapp and Hornberger [8, p. 603]) instead of its arithmetic mean, which would yield unrealistically high values of soil moisture. As can be seen from Fig. 6, the role of soil texture is very important. Different types of soil may yield very different levels of relative soil moisture corresponding to the same value of soil matrix potential. Typical values of $s_w$ are found around 0.1 for loamy sand, while for loam they are near 0.25. Similarly, $s'$ is found around 0.3 for loamy sand and moves above 0.55 in the case of loam (see Table 1). The values of $s_w$ and $s'$ are crucially important both in the water balance and in the study of plant water stress. The previous example clearly shows how the transpiration control by vegetation, besides depending on physiological plant characteristics, directly passes through soil properties.

Let us finally discuss possible values of $E_w$ and $s_b$. In this regard it is important to notice that the small losses involved in this phase of the dynamics [48, 49] make their precise values not very important for the temporal evolution of the soil moisture process and the different components of the water balance, as long as a correct order of magnitude is used in their description. Thus, we will not go in a detailed analysis toward a precise estimation and simply use a value of –10 MPa for $\Psi_{s,s_w}$ and 0.01 cm/d for $E_w$. The value of $s_b$ can be obtained from $\Psi_{s,s_b}$ using the soil–water retention curves in the same way as for $s_w$ and $s'$ (see Fig. 6).

A final comment is in order concerning the temporal interplay of rainfall and evapotranspiration and, in particular, the fact that evapotranspiration is considerably reduced throughout the duration of precipitation events. This aspect, which would be a source of further complication if one considered the specific temporal dynamics within the rainfall event, is not relevant in the present model since rainfall is modeled as a sequence of instantaneous pulses, while evapotranspiration takes place continuously. Thus in our mathematical framework the instantaneous contribution of evapotranspiration is infinitesimal compared to that of rainfall in Eq. (1) whenever there is a precipitation event. This might lead to a slight overestimation of the total evapotranspiration.
2.6. Leakage losses

Leakage losses are assumed to happen by gravity at the lowest boundary of the soil layer, neglecting possible differences in capillary potential between the soil layer under consideration and the one immediately below. The loss rate is assumed to be at its maximum when soil is saturated and then rapidly decay as the soil dries out, following the decrease of the hydraulic conductivity \( K(s) \). The decay of the hydraulic conductivity is normally modeled using empirical relationship of different forms (e.g., [64,27]). We will assume here that the hydraulic conductivity decays exponentially from a value equal to the saturated hydraulic conductivity \( K_s \) at \( s = 1 \), to a value of zero at a field capacity, \( s_c \). The exponential form, here chosen for reasons of mathematical tractability, has been commonly employed in the literature (e.g., [11,14,64]) as an alternative to the more customary power law. The assumed behavior of leakage losses is thus expressed as

\[
K(s) = L(s) = \frac{K_s}{e^{\beta(s-s_c)} - 1} \left[e^{\beta(s-s_c)} - 1\right],
\]

where \( \beta \) is a coefficient which is used to fit the above expression to the power law (e.g., [8,16,27])

\[
K(s) = K_s s^c
\]

with \( c = 2b + 3 \) and \( b \) defined in Eq. (13). A possible criterion to minimize the discrepancies between the two expressions (14) and (15) is to impose the condition that they submerge the same area between \( s_c \) and \( s = 1 \). This provides \( \beta = 2b + 4 \) so that the value of \( \beta \) depends on the type of soil, varying from 12 for sand to 26 for clay. Using the typical values reported in Table 1, the two expressions have very similar values.

The field capacity \( s_c \) (for a discussion of its physical and practical relevance see [27]) is operationally defined as the value of soil moisture at which the hydraulic conductivity becomes negligible (here 10%) compared to the maximum daily evapotranspiration losses \( E_{\text{max}} \) (for this purpose assumed to be 0.5 cm/d). The power-law relationship (15) has been used to estimate \( s_c \) in the manner described above.

The behavior of leakage losses is represented in Fig. 5. The strong nonlinear behavior of these losses as a function of soil moisture content is evident. This representation is a considerable improvement with respect to the linear decay of the leakage losses used in the model by Rodriguez-Iturbe et al. [54]. This new description allows for a representation of the soil moisture dynamics at high levels of soil moisture more realistically linked to the soil characteristics.

From a physical viewpoint, the modeling of leakage driven by a unit vertical gradient due to gravity implies no interaction with the underlying soil layers and the water table. Such simplification may pose some restrictions in the applications of the model, even though in most water-controlled ecosystems the contribution due to capillary rise from the water table or deeper soil layers is generally of secondary importance. The actual applicability of the modeling scheme needs to be assessed case by case.

2.7. Soil-drying process

During inter-storm periods the model (1) describes deterministic decays of soil moisture starting from initial values which depend on the depth of last rainfall event and on the previous history of the entire process. Upon normalization with respect to the active soil depth, the complete form of the losses described in the previous paragraphs is summarized as follows

\[
\rho(s) = \frac{\gamma(s)}{n Z_s} = \frac{E(s) + L(s)}{n Z_s},
\]

where \( \rho(s) \) stands for the dimensionless loss function to which we will refer hereafter, and

\[
\eta_w = \frac{E_w}{n Z_s},
\]

\[
\eta = \frac{E_{\text{max}}}{n Z_s},
\]

\[
m = \frac{K_s}{n Z_s (e^{\beta(1-s_c)} - 1)}.
\]

Before studying the probabilistic structure of the overall process, it is useful to analyze the behavior of the system in absence of rainfall. We focus now on the physically interesting condition of a prolonged drought following a rainy period. The analytical expression for the soil moisture decay from an initial condition \( s_0 \geq s_c \) in absence of rainfall events is

\[
s(t) = \begin{cases} 
0, & t_s \leq t < t_{s_0}, \\
\frac{1}{\alpha} \ln \left[ \frac{\eta_0}{\eta(t - t_{s_0})} + \frac{e^{\eta_0(t - t_{s_0})}}{\eta(t - t_{s_0})} \right], & 0 \leq t < t_{s_0}, \\
s_0 - \eta(t - t_{s_0}), & t_{s_0} \leq t < t_r, \\
s_0 + (s_t - s_w) \frac{n}{n - s_w} \exp \left( -\frac{n - s_w}{n - s_t} (t - t_r) \right) - \frac{n - s_w}{n - s_t}, & t_r \leq t < t_{s_w}, \\
s_0 + (s_{s_w} - s_t) \exp \left( -\frac{n - s_t}{s_w - s_t} (t - t_{s_w}) \right), & t_{s_w} \leq t < \infty,
\end{cases}
\]
where

\[ t_w = \frac{1}{\beta(m - \eta)} \left[ \beta(s_{st} - s_0) + \ln \left( \frac{\eta - m + m e^{\beta(s_{st} - s_0)}}{\eta} \right) \right], \]

\[ t_r = \frac{s_{st} - s^*}{\eta} + t_w, \tag{21} \]

\[ t_u = \frac{s^* - s_u}{\eta - \eta_u} \ln \left( \frac{\eta}{\eta_u} \right) + t_r, \]

represent the time to evolve, in absence of rainfall, from \( s_0 \) to \( s_{st} \), \( s^* \), and \( s_u \), respectively. Notice that, since the moisture decays exponentially to \( s_h \), the process will only be at \( s = s_h \) if it starts at that value. Fig. 7(a) and (b) show examples of Eq. (20) starting from saturated conditions. One can clearly see the remarkable control exerted both by the soil texture and the active depth \( nZ_r \). Under the same climatic conditions and with the same vegetation type (i.e., same \( E_{\text{max}}, \Psi_{s_{st}, n}, \) and \( \Psi_{s^*, \eta} \)) the time to reach the wilting point in the absence of precipitation can vary from around 20 days for a shallow loamy sand, up to well beyond 60 days for a deep loamy soil. It is also interesting to notice the different role of soil texture on the water availability for vegetation. On one hand, because of its lower hydraulic conductivity, a finer soil increases soil water availability and thus the time to reach the wilting point; on the other hand, the higher values of \( s_{st}, s_u \), and \( s^* \) lead to an increase in the amount of residual water which is not extractable for plant transpiration.

3. Equilibrium distributions of soil moisture

The stochastic rainfall forcing in Eq. (1) makes its solution meaningful only in probabilistic terms. The probability density function of soil-moisture \( p(s, t) \) can be derived from the Chapman–Kolmogorov forward equation for the process under analysis. We will not go into the details of this derivation and refer to the paper by Rodriguez-Iturbe et al. [54] for a detailed description of its construction.

The Chapman–Kolmogorov forward equation for the evolution of probability of \( s \geq s_h \) is [54]

\[
\frac{\partial}{\partial t} p(s, t) = \frac{\partial}{\partial s} \left[ p(s, t) p(s) \right] - \lambda' p(s, t) + \lambda' \int_{s_h}^{s} p(u) f(s - u) \, du,
\]

where we have put equal to zero the atom of probability at \( s = s_h \), assuming that the process never starts at \( s_h \). The various terms on the r.h.s of the above integro-differential equation represent the contributions to \( p(s, t) \) of the different mechanisms of the soil moisture process. The first term is related to the gain of probability due to the drift of the pdf in the deterministic decay \( p(s) \), the second term represents the loss of probability due to possible jumps with frequency \( \lambda' \) which cause the process to leave the given trajectory at the level \( s \) at time \( t \), and the last term is the positive contribution to the probability due to jumps to level \( s \) starting from lower soil moisture values.

The complete solution of Eq. (22) presents serious mathematical difficulties and only formal solutions in terms of Laplace transforms have been obtained for simple cases when the process is not bounded at \( s = 1 \) ([12] and references therein). Thus we will not consider here transient conditions for the soil moisture process, but rather concentrate on the steady-state case. On taking the limit as \( t \to \infty \) Eq. (22) one obtains

\[
\frac{d}{ds} \left[ p(s) p(s) \right] - \lambda' p(s) + \lambda' \int_{s_h}^{s} p(u) f(s - u, u) \, du = 0,
\]

which, using Eq. (10) yields

\[
\frac{d}{ds} \left[ p(s) p(s) \right] - \lambda' p(s) + \lambda' \int_{s_h}^{s} p(u) \gamma e^{-\gamma (s-u)} \, du + \delta(s-1) \lambda' \int_{s_h}^{s} p(u) \gamma e^{-(1-u)} \, du = 0.
\]

Fig. 7. Plots of the solutions of the soil-drying process for a loam (a) and loamy sand (b) having different values of active soil depth (30, 60, and 90 cm). The parameters used are \( E_{\text{max}} = 0.45 \, \text{cm/d}, E_u = 0.01 \, \text{cm/d} \). The values of \( s_{st}, s_u, s^*, s_{st}, n, \beta, \) and \( K_a \) are reported in Table 1.
For \( s < 1 \), Eq. (24) is equivalent to the ordinary differential equation [54]

\[
\frac{d}{ds} \left[ \rho(s)p(s) \right] + \gamma \rho(s)p(s) - \dot{\lambda}' p(s) = 0,
\]

(25)

that, compared with Eq. (24), yields

\[
\gamma \rho(s)p(s) = \dot{\lambda}' \int_{s_h}^{s} p(u) \gamma e^{-\gamma(1-u)} \, du.
\]

(26)

For \( s = 1 \), Eq. (24) becomes

\[
p(1) \frac{d}{ds} \rho(s)|_{s=1} + \rho(1)p(1)\delta(0) - \dot{\lambda}' p(1) + \dot{\lambda}'
\times \int_{s_h}^{1} p(u) \gamma e^{-\gamma(1-u)} \, du + \delta(0) \dot{\lambda}'
\times \int_{s_h}^{1} p(u) \gamma e^{-\gamma(1-u)} \, du = 0.
\]

(27)

Dividing by \( \delta(0) \) and neglecting the infinitesimal terms one obtains

\[
\gamma \rho(1)p(1) = \dot{\lambda}' \int_{s_h}^{1} p(u) \gamma e^{-\gamma(1-u)} \, du,
\]

(28)

which turns out to be the same as Eq. (26) calculated in \( s = 1 \). Eqs. (25) and (26) are both valid for the bounded and unbounded case, whose solutions therefore only differ for an arbitrary constant of integration. In fact, the general form of the solution is

\[
p(s) = \frac{C}{\rho(s)} e^{-\gamma + \dot{\lambda}' \int_{s_h}^{s} p(s) \, ds}
\]

for \( s \geq s_h \),

(29)

where \( C \) is the constant of integration. The value of such constant can be simply obtained by imposing the normalizing condition

\[
\int_{s_h}^{1} p(s) \, ds = 1.
\]

(30)

Notice that all the complication brought by the presence of the bound at \( s = 1 \) is contained in the integration constant and the only effect of the saturation of the soil at \( s = 1 \) is the restricted range over which \( p(s) \) is normalized in (30). The explanation for this lies in the Markovian nature of the soil moisture process. If excursions of the process above 1 are impossible, the process will spend more time in states \( s \leq 1 \) than would be the case otherwise, but the relative proportions of times in those states will be unchanged. Imagine two processes with, and without, the restriction that \( s \) is bounded to values less than one. In the latter case, trajectories of the soil moisture process will jump above the level \( s = 1 \) and, eventually, drift down across this level once more. In the former case, these excursions are effectively excised, as the process jumps only to \( s = 1 \) and then immediately begins its downward decay. The trajectories below \( s = 1 \) in the two processes are indistinguishable.

The limits of the integral in the exponential term of Eq. (29) are chosen so as to ensure the continuity of \( p(s) \) at the end points of the four different components of the loss function described by Eq. (16). Thus \( p(s) \) obtained from Eq. (29) needs to be the same at the common end points of Eq. (16) although they are approached through different expressions of \( \rho(s) \). In this manner the general solution is obtained as

\[
p(s) = \begin{cases} 
\frac{C}{\rho(s)} \left( \frac{\dot{\lambda}}{1 - \eta \dot{\lambda}} \right)^{1/(1 - \eta \dot{\lambda})} e^{-\gamma \frac{s}{1 - \eta \dot{\lambda}}}, & s_h < s \leq s_w, \\
\frac{C}{\rho(s)} \left[ 1 + \left( \frac{\dot{\lambda}}{1 - \eta \dot{\lambda}} \right)^{1/(1 - \eta \dot{\lambda})} - 1 \right] e^{-\gamma \frac{s}{1 - \eta \dot{\lambda}}}, & s_w < s \leq s_c, \\
\frac{C}{\rho(s)} e^{-\gamma \frac{s}{1 - \eta \dot{\lambda}} + \frac{1}{1 - \eta \dot{\lambda}}} \left( \frac{\eta \dot{\lambda}}{1 - \eta \dot{\lambda}} \right)^{1/(1 - \eta \dot{\lambda})} e^{-\gamma \frac{s - s_c}{1 - \eta \dot{\lambda}}}, & s_c < s \leq 1,
\end{cases}
\]

(31)

The expression of the constant \( C \) can be obtained analytically (see Appendix A). However, it is quite involved, due both to the piecewise form of the losses and to the presence of the bound. Likewise, we do not report here the expression for the mean of soil moisture. The behavior of the mean and variance were discussed at length by Rodriguez-Iturbe et al. [54] for the simpler model proposed in that paper. Although the present model has a more realistic description of leakage and evapotranspiration, the qualitative behavior is not changed.

The real utility of an analysis limited to steady-state conditions is related to the particular case considered. We do not discuss here cases where the transient dynamics may play a dominant role. It is important, however, to stress the conditions that need to be fulfilled for the application of the steady-state results. The first limitation is linked to the fact that climate is characterized by time invariant parameters throughout the growing season. The second consideration is related to the value of \( s \) at the start of the growing season. If this value is normally very different from the mean steady state condition, the relevance of the steady state solution will depend on the time it will take, on average, to go from the initial condition to values typical of the steady state. As will be seen below, this is related to the climatic conditions (e.g., seasonality), to the soil depth, and to the ratio between losses and rainfall input during the months preceding the growing season.

The steady-state analysis is most appropriate for the study of water-controlled ecosystems where rainfall is mostly concentrated in a warm growing season, and winter is usually temperate and dry. As a consequence, the starting soil moisture condition at the beginning of
the growing season is not very different from the rest of the season and transients due to seasonality are generally not significant. In such cases most of the soil moisture dynamics takes place during the growing season, when plants have to compete among themselves and need to manage water losses (e.g., evaporation and leakage) to exploit the water infiltrating from rainfall. Different ecosystems which are examples of these conditions are the savannas of South Africa [60], the shrublands in Southern Texas, at least for a main portion of the growing season [2,59], and the shortgrass steppe in Colorado [56]. Nevertheless, transient soil moisture dynamics and climatic seasonality can be important in other semi-arid environments, especially at the beginning of the growing season. Typical cases include Mediterranean climates (e.g., [37,41,43]) and the Patagonian steppe [24,50]. Temperate forests in North-West United States (e.g., [68]) are also heavily controlled by transient soil moisture conditions. In these cases, rainfall and temperature are markedly out of phase, and the dormant season thus becomes a period of consistent soil–water storage to be used during the following growing season.

Fig. 8 shows some examples of the pdf’s derived from Eq. (31). The two different types of soil, already used for Figs. 6 and 7, are loamy sand and loam with two different values of active soil depth. These are chosen in order to emphasize the role of soil in the soil moisture dynamics. The parameters related to vegetation are kept fixed: a detailed discussion of the role of different functional vegetation types is postponed to the third and fourth parts of this series of papers. The role of climate is studied only in relation to changes in the frequency of storm events $\lambda$, while the mean rainfall depth $\bar{x}$ and the climatic control on $\max$ are kept constant. A coarser soil texture corresponds to a consistent shift of the pdf toward drier conditions, which in the most extreme case can reach a difference of 0.2 in the value of the mode. The shape of the pdf also undergoes marked changes. The broadest pdfs are found for shallower soils.
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Fig. 8. Examples of pdfs of soil moisture for different type of soil, soil depth and mean rainfall rate. Continuous lines refer to loamy sand, dashed lines to loam (see Table 1 for the values of soil parameters). Left panels correspond to $Z_s = 30$ cm, right panel to 90 cm. Top, center, and bottom graphs have a mean rainfall rate $\lambda$ of 0.1, 0.2 and 0.5 d$^{-1}$, respectively. Common parameters to all graphs are $x = 1.5$ cm, $\bar{x} = 0$ cm, $E_v = 0.01$ cm/d, and $\max = 0.45$ cm/d.
Although the qualitative behavior of the pdfs shown in Rodriguez-Iturbe et al. [54] is maintained, some important differences with the present, more realistic, model can be noticed as well. The main improvements are related to the tails of the distribution. At low levels of soil moisture the residual water content is directly related to the type of soil and vegetation present (see Fig. 8(a) in particular). At high soil moisture levels the more realistic representation of leakage provides smoother pdf’s for wet conditions, and also yields slightly lower values of soil moisture as a result of an increased relevance of leakage.

We now focus on the possible impacts on vegetation of the probabilistic soil moisture dynamics reported on the pdfs of Fig. 8. A first indication of the importance of this aspect can be gained by studying the temporal evolution of soil moisture through the particular realizations corresponding to some of the pdfs just described. As an example, Fig. 9 shows a superposition of two traces of soil moisture with the same rainfall realization for the case of a loam with two different depths of active soil (the parameter values are those used for the broken line pdfs in Fig. 8(c) and (d)). In both cases the levels of soil moisture $s$ and $s_w$ are the same. The mean soil moisture is also approximately the same in both cases. The continuous line, corresponding to the deeper soil, is almost always between $s$ and $s_w$, differently from the shallower soil where the trace lively jumps and decays between low and high soil moisture levels. Without anticipating a discussion on vegetation response, it is nevertheless impossible not to perceive the importance of such different soil moisture dynamics for different types of plants, and the possible implications for the development of different strategies of adaptation to water stress. A discussion of the impact of climate, soil, and plant water uptake on vegetation response requires a more detailed analysis of the mechanisms of water stress and the definition of quantitative relationships to link such stress to soil moisture dynamics. This will be presented in Part III of this series [51].

4. Water balance

It is interesting to discuss the soil water balance resulting from the model presented here. In fact, the soil water balance is at the heart of many hydrologic problems and is of paramount importance in a wide range of issues, such as climate change and desertification, management of water resources, etc.

The different parts of the water balance are the long-term averages of the respective components of the soil moisture dynamics. As described in Eqs. (1)–(3), rainfall is first partitioned in interception, runoff, and infiltration into the soil. Infiltration is then divided into leakage and evapotranspiration. For purposes of describing vegetation conditions, the amount of water transpired can be further divided into water transpired under stressed conditions and water transpired under non-stressed conditions. This last distinction will be important Part III of this series of papers, in relation to the links between soil moisture dynamics and productivity of ecosystems. The long term average of Eq. (1) is simply

$$
\langle \phi \rangle = \langle \chi \rangle = 0.
$$

Using Eqs. (2) and (3), the mean infiltration rate is

$$
\langle \phi \rangle = \langle R \rangle - \langle I \rangle - \langle Q \rangle,
$$

where $\langle R \rangle$, $\langle I \rangle$, and $\langle Q \rangle$ stand for the mean rates of rainfall, interception, and runoff, respectively, while the average losses are

$$
\langle \chi \rangle = nZ_r \int_{s_h}^1 \rho(s)p(s)\,ds.
$$

The mean rainfall intensity is

$$
\langle R \rangle = \alpha \cdot \lambda,
$$

and the mean rate of interception is (see Section 2.2)

$$
\langle I \rangle = \alpha \cdot (\lambda - \lambda') = \alpha \lambda (1 - e^{-A/\alpha}).
$$

The water balance (32) can therefore be written as

$$
\alpha \cdot \lambda' - \langle Q \rangle = \langle \chi \rangle.
$$

Returning to the mean rate of water losses from the soil $\langle \chi \rangle$, this can be also written as

$$
\langle \chi \rangle = \langle E_r \rangle + \langle E_{sw} \rangle + \langle L \rangle
$$

$$
= nZ_r \int_{s_h}^1 E(s)p(s)\,ds + nZ_r \int_{s_h}^1 E(s)p(s)\,ds
$$

$$
+ nZ_r \int_{s_h}^1 L(s)p(s)\,ds.
$$
where \( \langle E_s \rangle \), \( \langle E_{\text{ur}} \rangle \), and \( \langle L \rangle \) are the mean rate of evapotranspiration under stressed conditions, the mean rate of non-stressed evapotranspiration and the mean rate of leakage, respectively.

Analytical expressions for the terms of Eq. (38) can be obtained using Eq. (25). Integrating equation (25) from \( s' \) to \( s'' \) one obtains

\[
\int_{s'}^{s''} \rho(s)p(s) \, ds = \frac{x'}{y'} [P(s') - P(s'')] - \frac{1}{y'} [\rho(s'')p(s'') \nonumber \\
- \rho(s')p(s')],
\]

where \( P(s) \) is the cumulative density function of soil moisture, whose analytical expression is given in Appendix A. From Eq. (39) with \( s' = s_h \) and \( s'' = s' \), the analytical expression of \( \langle E_s \rangle \) can be calculated as

\[
\langle E_s \rangle = nZ_e \int_{s_h}^{s} E(s)p(s) \, ds = nZ_e \int_{s_h}^{s} \rho(s)p(s) \, ds 
= x'P(s') - xp(s'),
\]

where the condition \( \eta = \rho(s') \) (see Eq. (16)) has been used. The evapotranspiration under non-stressed conditions can be obtained as

\[
\langle E_{\text{ur}} \rangle = nZ_e \int_{0}^{s} E(s)p(s) \, ds = E_{\text{max}}[1 - P(s*)],
\]

and the average leakage losses are

\[
\langle L \rangle = nZ_e \int_{s_h}^{s} L(s)p(s) \, ds 
= nZ_e \int_{s_h}^{s} (\rho(s) - \eta)p(s) \, ds 
= x \left[ \lambda' - \lambda'P(s_{ic}) - \left( \eta + \frac{K_i}{nZ_e} \right) p(1) + \eta p(s_{ic}) \right] 
- E_{\text{max}}[1 - P(s_{ic})],
\]

where Eq. (39) has been used with \( s' = s_{ic} \) and \( s'' = 1 \) (again from Eq. (16),

\[
\rho(1) = \eta + \frac{K_i}{nZ_e} \quad \text{and} \quad \rho(s_{ic}) = \eta).
\]

The total mean losses from the soil can now be calculated either by applying Eq. (39) with \( s' = s_h \) and \( s'' = 1 \) (see Eq. (34)), or by summing Eqs. (40), (41), and (38) and simplifying the terms by the way of Eq. (35) with \( s' = s_h \) and \( s'' = s_{ic} \),

\[
\langle \chi \rangle = x' - x \left( \eta + \frac{K_i}{nZ_e} \right) p(1).
\]

Finally, Eqs. (37) and (43) allow one to write the mean runoff as

\[
\langle Q \rangle = x \left( \eta + \frac{K_i}{nZ_e} \right) p(1).
\]

Fig. 10 presents examples of the behavior of the various components of the water balance normalized by the mean rainfall rate, for some specific rainfall, soil, and vegetation characteristics. The influence of the rainfall rate \( \lambda \) is shown in Fig. 10(a) for the case of a shallow loam. Since the amount of interception changes proportionally to the rainfall rate, it is not surprising that the fraction of water intercepted remains constant when normalized with the total rainfall, \( x \cdot \lambda \). The percentage of runoff increases almost linearly. More interesting is the interplay between leakage and the two components of evapotranspiration. The fraction of water transpired under stressed conditions rapidly decreases from \( \lambda = 0.1 \) to about \( \lambda = 0.4 \), while the evapotranspiration under non-stressed conditions evolves in a much more gentle manner. This last aspect has interesting implication for vegetation productivity. We will return to this problem in Part III of this series of papers. It appears clear that in semiarid conditions most of the water that actually reaches the soil is lost by evapotranspiration (in particular transpiration, see Section 2.5), a result in agreement with many field observations (e.g., [18,56,58,60]).

Fig. 10(b) shows the role of the active soil depth in the water balance. For relatively shallow soils we can notice a strongly nonlinear dependence on soil depth of all the components of the water balance (apart, of course, from interception, which is constant because the rainfall is constant). For example, passing from \( nZ_e = 5 \) to \( nZ_e = 20 \) the amount of water transpired is practically doubled.

Fig. 10(c) shows the impact on water balance when the frequency and amount of rainfall are varied keeping constant the total amount of rainfall in a growing season. The result is quite remarkable, due to the existence of two opposite mechanisms regulating the water balance. On one hand runoff production, for a given mean rainfall input, strongly depends on the ratio between soil depth and mean rainfall depth. The rapid decrease of runoff is thus somewhat analogous to that in the first part of Fig. 10(b), where a similar behavior was produced by an increase in soil depth. On the other hand interception increases almost linearly with \( \lambda \). The interplay between these two mechanisms determines a maximum of both leakage and evapotranspiration at moderate values of \( \lambda \) (of course the position of the maxima changes according to the parameters used). This is particularly important from the vegetation point of view, since the mean transpiration rate is directly linked to productivity of ecosystems (e.g., [30, p. 383]). We have often pointed out in our discussion the importance not only of the amount, but also of the timing of rainfall in soil moisture dynamics, especially in water-controlled ecosystems (see also [46]). In this aspect the present figure seems to indicate the existence of an optimum for transpiration/productivity which is directly related to the climate-soil-vegetation characteristics. The particular position of this maximum in the parameter space is
governed by the interplay of all the mechanisms acting in the soil–water balance, namely the intensity and amount of rainfall, interception, the active soil depth, and the nonlinear losses due to evapotranspiration and leakage.

5. Concluding remarks

The analytical solution of the stochastic model of soil water balance is illuminating in many issues, because it allows to have a quantitative comprehensive view of soil moisture dynamics and related phenomena. With the provision of not losing analytical tractability, we have tried nevertheless to make the model as realistic as possible. All the assumptions have been discussed in detail, especially the modeling of water losses, which is the point where the present analysis most differs from that of Rodriguez-Iturbe et al. [54].

The result is a model that provides general solutions that are in good agreement with physical expectations. Other investigations on soil moisture dynamics have used similar assumptions, concerning both the stochastic representation of rainfall (e.g., [9,17,38]) and the behavior of losses due to evapotranspiration and leakage (e.g., [9,50]). In this concluding section, we discuss some recent field data which are considered important in regard to the model assumption presented in this paper.

The first set of information concerns the three-stage sequence of evapotranspiration losses from a shortgrass steppe, analyzed by Brutsaert and Chen ([5,6]; see also [52]). Using data sampled at a daily timescale, which is also the timescale adopted here, they reported the existence of three phases of drying with distinct temporal behavior. Such phases could correspond to the three different types of soil moisture control on evapotranspiration of the present model (e.g., Eq. (12)). According to their analysis, during the first stage of drying after an abundant rainfall, soil water evaporates both from the soil surface and from vegetation, at a rate which is governed by the available energy supply. This phase corresponds in our model to the range of soil moisture \( \{s^1, 1\} \) or, according to Eq. (20) to the time interval \( 0 < t < t'_c \). Then, after soil moisture content has decreased below a critical level, a transitional stage sets in, during which soil moisture is the controlling factor. This

Fig. 10. Examples of the behavior of the components of the water balance normalized by the total rainfall. (a) Water balance as a function of the mean rainfall rate \( \lambda \), for a shallow loamy soil \( (Z_r = 30 \text{ cm}, \ z = 2 \text{ cm}) \). (b) Water balance as a function of the soil depth \( Z_r \), for a loamy sand \( (x = 2 \text{ cm}, \ \lambda = 0.2 \text{ d}^{-1}) \). (c) Water balance for a loamy sand as a function of the ratio between rainfall rate of occurrence \( \lambda \) and mean rainfall depth \( z \) for a constant mean total rainfall during a growing season, \( \Theta = 60 \text{ cm} \). Other common parameters are \( E_n = 0.01 \text{ cm/d}, \ E_{\text{max}} = 0.45 \text{ cm/d}, \text{ and } A = 0.2 \text{ cm} \) (see Table 1 for soil parameters).
Fig. 11. (a) Estimation of water loss from conditional mean precipitation for a site in Illinois. (b) Observed and derived probability distributions of relative soil saturation (after [57]).

is in good agreement with the assumptions of our model where soil moisture controls transpiration through stomatal closure between $s_w$ and $s^*$, or in the interval $t_c < t < t_w$. Finally, when soil moisture decreases below a certain threshold corresponding to grass wilting, drying takes place mainly as evaporation from the soil surface ($s_h < s \leq s_w$, or $t_w < t < \infty$). Brutsaert and Chen [5] refer to this phase as a desorption phase with a temporal decay proportional to $t^{-0.3}$, but they also maintain that different mathematical formulations could be possible for this phase. Moreover, the relevance of this last phase for modeling purposes is limited, except for extremely dry environments.

The second and most important experimental support to our model comes from the recent analysis by Salvucci [57]. He shows that for a stationary process the expected value of the change in soil moisture storage, conditioned on the storage $s$, is zero, so that the conditionally averaged net precipitation rate is equal to the moisture-dependent losses. Using averaged daily data of precipitation and soil moisture from a site in Illinois, and dividing the sample in two parts, one relative to the early growing season and the other to the late growing season, Salvucci [57] computed the conditionally averaged precipitation rate for various values of soil moisture. In this way he obtained soil moisture loss functions whose functional form closely agrees with the one used here, namely Eq. (16). Fig. 11(a) reproduces the loss functions obtained by Salvucci [57]. Employing such estimated loss functions, along with the estimates of the frequency of occurrence and mean depth of daily rainfall, $\bar{z}$ and $z$, Salvucci [57] also computed the relative soil moisture pdfs with Eq. (25), obtaining an excellent match with the observed frequency distributions (Fig. 11(b)).

The model of soil moisture evolution presented in this paper provides a useful framework to investigate analytically the probabilistic structure of soil moisture and water balance. It allows to study, in a realistic way, the role of active soil depth and soil texture, the effect of plant physiological characteristics, and the importance of climatic parameters, as well as that of the timing and amount of rainfall in the dynamics of the soil moisture process. The same stochastic model of soil moisture will be employed in Part III [51] and Part IV [32] to investigate the temporal dynamics of vegetation water stress.
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Appendix A. Soil moisture cumulative density function

The analytical expressions of the cumulative density function $P(s)$ of soil moisture and of the integration constant $C$ of Eq. (31) are calculated in this section. The parameters used here are those defined in Eqs. (17)–(19). The expression is split in four parts resulting from the piecewise loss function (16). The $P(s)$ is obtained by direct integration of the pdf of soil moisture given by Eq. (31).

For $s_h < s \leq s_w$ the cumulative density function is

$$P(s) = \frac{C}{\eta_w} e^{-\eta_w (s_w - s_h)} [\gamma(s_w - s_h)]^\eta_w \left\{ \int \frac{\mathcal{L}(s - h)}{\eta_w} \right\} \left\{ \int \frac{\mathcal{L}(s - s_h)}{\eta_w} \gamma(s - s_h) \right\},$$

(A.1)
where $\Gamma[\cdot]$ and $\Gamma[\cdot,\cdot]$ are the complete and incomplete Gamma Function, respectively ([1], n. 6.1.1 and n. 6.5.3). For $s_w < s \leq s^*$ the $P(s)$ takes the form

$$P(s) = P(s_w) + \frac{C}{\eta - \eta_w} \left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}} \int_{s_w}^{s} \left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}} \frac{d\gamma}{\left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}}} \right) \times$$

$$\times \exp \left( -\gamma s + \frac{\gamma}{\eta - \eta_w} (s - s^*) - e^{\gamma s^*} \right) \left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}} \frac{d\gamma}{\left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}}} \right) \times$$

$$\times \left\{ \frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \times \left\{ \frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \times$$

$$\times 3F1 \left[ \frac{\gamma}{\beta(\eta - m - \eta)} + 1, \frac{\eta - \eta_w}{\eta - \eta_w} \beta(\eta - m - \eta) \right] \times$$

$$\frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \right),$$

(A.4)

where $P(s_w)$ is the value of the cdf calculated in $s = s_w$ from Eq. (A.1). When $s^* < s \leq s_{fc}$ the cumulative density function is

$$P(s) = P(s^*) + \frac{C}{\gamma(\eta - m - \eta)} \left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}} \frac{d\gamma}{\left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}}} \right) \times$$

$$\times \exp \left( -\gamma s + \frac{\gamma}{\eta - \eta_w} (s - s^*) - e^{\gamma s^*} \right) \left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}} \frac{d\gamma}{\left( \frac{\eta - s_w}{\eta - \eta_w} \right)^{\frac{-\gamma s_w}{\eta - \eta_w}}} \right) \times$$

$$\times \left\{ \frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \times$$

$$\left\{ \frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \times$$

$$\times 3F1 \left[ \frac{\gamma}{\beta(\eta - m - \eta)} + 1, \frac{\eta - \eta_w}{\eta - \eta_w} \beta(\eta - m - \eta) \right] \times$$

$$\frac{\eta - s_w}{\eta - \eta_w} \beta(\eta - m - \eta) + 1 - \gamma \frac{m}{\beta(\eta - m - \eta)} \right\} \right),$$

(A.3)

where $P(s_w)$ is calculated from Eq. (A.3) and $3F1[\cdot,\cdot,\cdot]$ is the Hypergeometric Function ([1], n. 15.1.1).

The integration constant $C$ in Eqs. (A.1)–(A.4) is the same of Eq. (31). The analytical expression of $C$ can be derived by imposing the condition $P(1) = 1$ in Eq. (A.4), and noticing that $P(s_w)$ in Eq. (A.4) is a function of $C$ as well.