Size of Cell-Surface Kv2.1 Domains is Governed by Growth Fluctuations
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ABSTRACT The Kv2.1 voltage-gated potassium channel forms stable clusters on the surface of different mammalian cells. Even though these cell-surface structures have been observed for almost a decade, little is known about the mechanism by which cells maintain them. We measure the distribution of domain sizes to study the kinetics of their growth. Using a Fokker-Planck formalism, we find no evidence for a feedback mechanism present to maintain specific domain radii. Instead, the size of Kv2.1 clusters is consistent with a model where domain size is established by fluctuations in the trafficking machinery. These results are further validated using likelihood and Akaike weights to select the best model for the kinetics of domain growth consistent with our experimental data.

INTRODUCTION

Membrane compartments or domains appear in many different cell types. These domains are varied in their composition and in the residence time that an individual molecule remains confined within the specific domain. The mechanisms by which a cell forms and maintains these specific structures in the plasma membrane can be very diverse, depending on the length and timescales involved. To name a few examples, MHC-I forms dynamic clusters with typical lifetimes of tens of seconds that are governed by the concerted action of exocytosis and the existence of cytoskeleton-based diffusion barriers (1,2). Both cadherin (3) and transferrin receptors (4) undergo transient confinement as they diffuse over the cell surface presumably due to transient trapping within various cytoskeletal domains. IgE receptors diffuse within micron-sized membrane domains defined by actin bundles, over timescales of seconds (5).

Hemagglutinin molecules form dynamic irregular clusters on length scales from 40 nm up to micrometers (6). In sharp contrast to these examples of membrane domains, the voltage-gated K⁺ channel Kv2.1 forms micron-sized clusters that are stable over the course of hours. These surface domains appear in hippocampal neurons in vitro and in vivo (7–9), in spinal cord motor neurons (10), and in transfected HEK cells (11–15). Kv2.1 clusters are proposed to have a neuroprotective role in the mammalian brain (11). However, the physical mechanism behind cluster formation and maintenance is still unknown.

Within the brain, Kv2.1 regulates membrane excitability. Here it targets to cell surface domains on the soma, proximal dendrites, and axon initial segment (7). Unlike neurotransmitter receptors that statically tether to scaffolds, localization of Kv2.1 does not involve static tethering to cytoplasmic components. Instead, the channels are able to move within these domains displaying anomalous and confined subdiffusion, as seen by single-particle tracking (15,16). Even though it is observed that clustered Kv2.1 channels can escape from its confining domain to be eventually trapped into a different domain, these hopping phenomena occur very infrequently as compared to trafficking via insertion and retrieval pathways (17). Along these lines, we have recently shown that Kv2.1 channels directly traffic from the cytosol to Kv2.1 clusters and vice versa (17).

Insertion of channels into the plasma membrane occurs solely at the perimeter of clusters via a vesicle docking and delivery mechanism. Similarly, internalization of Kv2.1 channels occurs from the cluster perimeter. However, the question of how the cell regulates Kv2.1 domain size remains unanswered. Given that delivery and internalization of potassium channels takes place at the cluster perimeter (17), the cellular trafficking machinery has some seeming knowledge of the cluster location. Therefore, it is tempting to hypothesize that cluster sizes are actively regulated by balancing internalization and exocytosis events via a feedback mechanism. Alternatively, cluster sizes may be left to the fate of fluctuations in the exocytic/endocytic machinery. Even though this latter pathway lacks some degree of control it has the advantage of being favorable from an energy budget perspective.

Here, we study the Kv2.1 domain size distribution on the surface of HEK cells to shed light into the mechanism by which Kv2.1 clusters are regulated. We use a simple growth model to investigate the distribution of domain sizes in a similar fashion to Gov’s model (18) for the size distribution of focal adhesions. The size distribution is directly linked to the maintenance and regulation of domains. For example, if a feedback mechanism maintained a specific domain size by locally balancing endocytosis and exocytosis, this preferred size would have the highest probability. Thus, the probability density of domain radii would peak at this specific value. In general, the evolution of cluster size distribution...
can be modeled, in the continuum approximation, by a Fokker-Planck equation, which makes a direct connection between the kinetic model of growth and the size distribution (19). The Fokker-Planck equation in one variable is derived from the stochastic differential equation
\[
\frac{dx}{dt} = v_c(x) + v_f(t),
\]
where \(v_c\) is a deterministic velocity and \(v_f\) is a stochastic quantity. We have ignored any inertial terms that are not relevant to growth models. The fluctuations in the velocity are often assumed to be \(\delta\)-correlated,
\[
\langle v_f(t)v_f(t') \rangle = 2D\delta(t-t'),
\]
and the corresponding Fokker-Planck equation for the distribution function \(P(x,t)\) is (20)
\[
\frac{dP}{dt} = -\frac{\partial}{\partial x}[v_c(x)P] + D \frac{\partial^2 P}{\partial x^2}.
\]

Using this formalism, we find that the size distribution of Kv2.1 domains is governed by fluctuations in the trafficking pathways and that no local feedback exists between endocytosis and exocytosis.

**MATERIALS AND METHODS**

**Cell culture and transfection**

Kv2.1 channels labeled with an intracellular GFP at the N-terminus have been used previously (GFP-Kv2.1 (13–15)). Human embryonic kidney (HEK) 293 cells (passage 38–45; American Type Culture Collection, Manassas, VA) were kept in Dulbecco’s Modified Eagle’s Medium (DMEM; Gibco, Life Technologies, Carlsbad, CA) supplemented with 10% fetal bovine serum (FBS; Gibco) at 37°C and 5% CO2. Cells were transfected by electroporation using a Genepulser Xcell (BioRad Laboratories, Hercules, CA) with a 0.2-cm gap cuvette and a single 110-V 25-ms pulse with 3

**Live cell imaging**

Before imaging, cells were always rinsed twice with a HEK physiological solution (10% fetal bovine serum; Gibco) at 37°C and 5% CO2. Cells

**Material and Data analysis**

Images were acquired using IQ 2.3 software (Andor Technology) and saved as 16-bit tiff files. The images were analyzed with a custom-written algorithm in LabVIEW (National Instruments, Austin, TX). We manually selected the center of each cluster, and then the intensity of the pixels in the horizontal and vertical cross sections of the clusters was generated. These line profiles were fit to Gaussian functions using the Levenberg-Marquardt least-square method. The LabVIEW codes used to perform this analysis are available upon request. The obtained data were imported into the software Origin 8.1 (OriginLabs, Northampton, MA) for further processing.

**Cytoskeleton disruption reagents**

Latrunculin A (LatA; Sigma-Aldrich, St. Louis, MO) was used to disrupt the cortical actin. In these experiments, LatA was dissolved in dimethyl sulfoxide (DMSO; Sigma-Aldrich) and directly added to the imaging dish to a final concentration of 100 nM (16). Cells were imaged up to 20 min after drug application. DMSO-only controls showed no evident effect on Kv2.1 clusters.

**Models**

In general, the three different types of domain growth without any feedback mechanism are:
1. channels that exchange with a reservoir, i.e., the membrane outside the domains, by permeating through the domain perimeter;
2. channels that are directly inserted from the cytosol into the interior of the domain and are retrieved from the interior of the domain to the cytosol; and
3. a constant inward/outward flux that is directly maintained independent of domain size.

The first two models of growth were given by Gov (18) and are also reproduced here for convenience. A fourth model is also given below for a feedback mechanism between growth rate and cluster size.

**Model 1**

The mass balance equation for a domain with area \(A\), allowed to grow only by permeation through its perimeter is
\[
\frac{\partial A}{\partial t} = -k_{off}r + k_{on}nr,
\]
where \(k_{on} \) and \(k_{off}\) are the on- and off-rates, \(n\) is the surrounding mean protein density, and \(r\) is the radius of the domain, such that \(A = \pi r^2\). Replacing variables in Eq. 3, we get the equation of motion for the radius \(r\),
\[
\frac{\partial r}{\partial t} = \frac{k_{off} - k_{on}r}{2\pi}.
\]

From Eqs. 2 and 4, we can write the corresponding Fokker-Planck equation for the radius probability density function (PDF),
\[
\frac{\partial P}{\partial t} = \frac{1}{2\pi} \left( k_{on}r - k_{off} \right) \frac{\partial P}{\partial r} + D \frac{\partial^2 P}{\partial r^2}.
\]
The noise term $D$ accounts for temporal fluctuations in the insertion and retrieval of molecules into and out of a cluster (given by Eq. 1) and results in an effective broadening of the distribution. Sources of fluctuations include ATP and GTP availability (for the action of motors and GTPases), obstruction by intracellular compartments, anomalous Brownian motion of channels to arrive to endocytic pits, dynamic distribution of microtubules, etc. Fluctuations in the trafficking machinery are assumed to be intrinsic to the endocytic and exocytic machinery and to have $\delta$-function correlations (21,22). The resulting steady-state solution to Eq. 5 is an exponential in $r$,

$$ P_1(r) = R_0 e^{-r(k_{off} - k_{on})/2\pi D}, \tag{6} $$

where $R_0$ is a normalization constant.

Model 2

When we consider a domain that can grow at any point in its interior,

$$ \frac{\partial A}{\partial t} = -k_{off} A + k_{on} n A, \tag{7} $$

the corresponding Fokker-Planck equation is

$$ \frac{\partial P}{\partial t} = -(k_{on} n - k_{off}) \frac{\partial (AP)}{\partial A} + D \frac{\partial^2 P}{\partial A^2}. \tag{8} $$

The resulting PDF is a Gaussian in $A$,

$$ P_2(A) = R_0 e^{-A^2(k_{off} - k_{on})/2D}, \tag{9} $$

or, by changing variables,

$$ P_2(r) = R_0 e^{-r^2(k_{off} - k_{on})/2D}. \tag{10} $$

Model 3

In the last case, when there is a constant source and sink, we have the mass balance equation

$$ \frac{\partial A}{\partial t} = -k_{off} + k_{on} n, \tag{11} $$

with the corresponding Fokker-Planck equation

$$ \frac{\partial P}{\partial t} = -(k_{on} n - k_{off}) \frac{\partial P}{\partial A} + D \frac{\partial^2 P}{\partial A^2}. \tag{12} $$

The resulting PDF is an exponential in $A$,

$$ P_3(A) = R_0 e^{-A(k_{off} - k_{on})/D} \tag{13} $$

and

$$ P_3(r) = R_0 e^{-r^2(k_{off} - k_{on})/D}. \tag{14} $$

Model 4

A different model of growth takes place when feedback exists between on- and off-rates, to maintain a given domain size. The coupling of growth rates to the size of the domain can be modeled in different ways. A simple approach to this problem is to have an insertion term that is dependent on cluster size so that $k_{on} n = k_{off}$ when $r = R_0$, $k_{on} n$ decreases when $r > R_0$, and $k_{on} n$ increases when $r < R_0$. In a proportional negative feedback control (linear approximation),

$$ k_{on} n = k_{off} + \alpha (R_0 - r), \tag{15} $$

where $\alpha$ is a coupling constant with units of $s^{-1}$, i.e., the proportional gain. Then, assuming the domain grows by permeation through its perimeter,

$$ \frac{\partial A}{\partial t} = -k_{off} r + k_{on} n r = \alpha (R_0 - r) r, \tag{16} $$

$$ \frac{\partial r}{\partial t} = \frac{\alpha}{2\pi} (R_0 - r), \tag{17} $$

$$ \frac{\partial P}{\partial r} = -\alpha \frac{\partial}{\partial r} [(R_0 - r) P] + D \frac{\partial^2 P}{\partial r^2}. \tag{18} $$

The resulting PDF is a Gaussian in $r$,

$$ P_4(r) = R_0 e^{-\alpha r^2 + \alpha (R_0 - r)^2}/4\pi D, \tag{19} $$

which grows exponentially for values $r < R_0$ is a Gaussian tail for large radii, and peaks at $r = R_0$. In Models 1-3, the off-rate must be larger than the on-rate for the distributions to be normalizable (18). This constraint is naturally taken care of within the feedback model. Other types of feedback mechanisms can be formulated but little is gained by studying them in the context of Kv2.1 domain radii. As an example, a different formalism is presented in the Appendix.

RESULTS AND DISCUSSION

Characterization of the distribution of domain radii

Fig. 1 A shows a TIRF image of the basal surface of a cell expressing Kv2.1 channels tagged with GFP. Kv2.1 domains are visible as spots with high intensity levels. The size of the apparent domains is measured by fitting the intensity cross-section profile of each spot to a Gaussian curve (as shown, for a typical domain, in Fig. 1 B). The full width at half-maximum of the Gaussian curve provides a good estimate of the diameter of the domain. In our analysis, we have included clusters that are either circular or elliptical. Irregularly-shaped domains, accounting for only 5% of the total clusters, are discarded to avoid including two domains into a single fit. The probability distribution of cluster radii built from the measurement of 674 radii in 16 different cells is shown in Fig. 2. For each cluster, two radii are obtained: the first one from the vertical cross section and the second one from the horizontal cross section, as indicated in Fig. 1 B. Both radii are included in the distribution. As is apparent in Fig. 2, the obtained distribution is an exponential decay.

Two correlated effects limit the sensitivity of our size measurements. On the one hand, when a domain is too small, the intensity profile width is dictated by the point spread function (PSF) independent of domain size. In general, the image is given by the convolution of the PSF
and the observed structure. In our setup, the PSF can be roughly approximated by a two-dimensional Gaussian with a full width at half-maximum of 350 nm. Thus, the smallest spots will appear to have an effective diameter of 350 nm. On the other hand, when the number of channels is small, the definition of a cluster as a circular domain with a well-defined perimeter is not applicable. Namely, the perimeter of the area occupied by structures containing two or three channels is poorly defined. To deal with this problem, we obtained the number of channels in each spot and consider only domains that contain at least five channels. Channel number quantification was performed by measuring discrete photobleaching steps of individual GFP tags as described in the Supporting Material. We found that the density of channels in the clusters was 27.8 ± 8.7 channels per \( \mu \text{m}^2 \) (mean ± standard deviation, \( n = 53 \), Fig. 3). Then, a domain with five channels has a diameter of 0.5 \( \mu \text{m} \). Therefore, these structures do not suffer from limitations in the resolution imposed by the system’s PSF described above.

The probability density function of domain radii fits well to an exponential distribution. This is consistent with a mode of growth where channels are inserted into and extracted from the clusters by exchange with a channel reservoir crossing the domain boundaries, i.e., Model 1 as described in Materials and Methods. At first sight, this hypothesis appears to contradict measurements showing that the main pathway of channel trafficking to and from the Kv2.1 clusters is via endocytic and exocytic mechanisms (17). In Deutsch et al. (17), we used quantum-dot labeling and TIRF imaging approaches to show that Kv2.1 clusters are specialized platforms involved in the trafficking of membrane proteins to and from the cell surface. This approach enabled us to track individual channels and to directly detect the location of plasma membrane insertion...
of Kv2.1 channels as well as the location of endocytosis from the surface. We observed that Kv2.1 clusters represent platforms for the insertion and retrieval of not only Kv2.1 but also the unrelated K⁺ channel, Kv1.4.

A different explanation to the apparent growth mode, which is consistent with our previous observations, is that the number of endocytic/exocytic spots is proportional to the domain length. Thus, these results are in agreement with the hypothesis that the larger the cluster, the higher the probability of introducing a trafficking spot and, therefore, the number of these spots grows linearly with domain radius.

The type of growth described by Eq. 3 assumes no explicit correlation between cluster size and on-/off-rates. If the growth rates were controlled by a feedback mechanism that actively maintained a constant domain size, the probability density function of radii would peak at some given value. This can be achieved via an on-rate that increases above the off-rate when the domain shrinks, as modeled by Eq. 15. However, the distribution of radii monotonically decreases (see Fig. 2), which suggests that no feedback exists between the growth rates and the domain size. The selection of the exponential distribution over the other potential models is rigorously confirmed in the next section through the Akaike information criterion.

Model 1 implies that removal is more predominant than delivery, \( k_{\text{off}} > k_{\text{on}} \). Otherwise, the domains would grow indefinitely. In the limiting case that fluctuations in the endocytic/exocytic machinery were negligible, the steady-state solution to this model would be nonzero only for \( r = 0 \). In other words, because endocytosis dominates over exocytosis, all domains would disappear. However, temporal fluctuations in the on-/off-rates lead to a finite broadening of the distribution of domain sizes. The strength of these fluctuations is characterized by the parameter \( D \). From the distribution of radii we find the relative magnitude of the fluctuations in the on-/off-rate is \( D/(k_{\text{off}} - k_{\text{on}}) = 15 \text{ nm} \).

### Model selection

The semi-log histogram depicted in Fig. 2 is indicative of a population of Kv2.1 surface domains that are merely controlled by fluctuations in the endocytosis and exocytosis machinery. However, it is desirable to quantify the likeliness of the proposed model by considering alternative distributions and performing goodness-of-fit tests. The simple and widely used approach of fitting histograms to a model distribution can be problematic due to binning artifacts and the lack of consideration of bins with zero counts. To avoid these drawbacks, alternative competing hypotheses can be considered. Then, biological inferences can be drawn by model selection grounded in likelihood theory (23). Model selection is generally used to select the model that is best supported by the experimental data.

We performed a test based on the statistical theory of likelihood that circumvents the problems described above. Techniques of model selection use negative log-likelihood as a metric for lack-of-fit. Several criteria for model selection exist. The Akaike information criterion (AIC) is the approach of choice in most cases (23,24). AIC estimates the Kullback-Leibler information lost by approximating the experimental data to the fitting model (25). A drawback of AIC is that it is biased toward models that are more complex. On the other hand, the Bayesian information criterion favors the simpler model. Nevertheless, we see that in the analysis of domain size distribution the model selection using AIC yields the simplest model and, thus, complexity bias is not a concern.

Our approach is based on the Akaike information criterion to determine whether our measured set of domain radii provides evidence for one of the proposed hypotheses. AIC quantifies the relative support for each competing model. Given the measured radii \( r \), we can obtain the log-likelihood function for model \( i \) (\( i = 1, 2, 3, 4 \)),

\[
\ln[\mathcal{L}_i(\lambda|\text{data } r)],
\]

where \( \lambda \) is the set of unknown parameters. Details of the methods used to obtain the log-likelihood functions and the sets of parameters \( \lambda \) of each model are given in the Appendix. The AIC for each model is given by

\[
\text{AIC}_i = -2 \ln[\mathcal{L}_i(\hat{\lambda}_i|\text{data } r)] + 2p_i,
\]

where \( p_i \) is the number of free parameters and \( \hat{\lambda}_i \) is the maximum likelihood estimate of parameters \( \lambda_i \) for model \( i \). Then, the AIC differences are \( \Delta_i = \text{AIC}_i - \text{AIC}_{\text{min}} \). The relative weight of evidence for each model is known as the Akaike weight and is given by

\[
\omega_i = \frac{\exp(-\Delta_i/2)}{\sum_j \exp(-\Delta_j/2)}.
\]

The Akaike weights are values between 0 and 1 that can be interpreted as the probability that a given model is the best approximating model for the measured data. Table 1 shows the weights of each of the models described in Materials and Methods. In good agreement with the semi-log plot of the histogram (Fig. 2), the model by which the on- and off-rates are linearly proportional to the perimeter of the domain, i.e., Model 1, is strongly supported by the data. This model has a relative likelihood of 94% as compared to the other hypotheses.

The model that describes growth rates involving the insertion of molecules directly into the domains, not involving the perimeter, has the lowest likelihood. The ratio of its
likelihood to the likelihood of the perimeter-dependent hypothesis is $10^{-20}$. This is in agreement with our experimental observations that insertion and retrieval of Kv2.1 channels occurs primarily at the cluster perimeter, emphasizing the accuracy of the used statistical criteria.

The feedback mechanism described by Model 4 was tested for values of $R_0 \geq 0.25 \mu m$. This is the minimum value of well-defined clusters and, thus, the proposed feedback mechanism aimed at stabilizing clusters to $R_0$ is not relevant for smaller values of $R_0$. The highest likelihood of this model was obtained for $R_0 = 0.25 \mu m$, but it was several orders-of-magnitude smaller than the models not involving any feedback control. The likelihood decreased very fast for larger values of $R_0$, indicating the lack of evidence for this model. Even though the number of models discussed here is not necessarily exhaustive, the goodness-of-fit of the exponential distribution is remarkable.

### Changes in the kinetics of growth affect domain size distribution

As a control experiment of our distribution analysis, we sought to introduce changes in the growth kinetics of Kv2.1 microdomains. One way to drastically alter Kv2.1 clusters is to disrupt the cortical actin cytoskeleton (15,16). The effect of cortical actin disruption on Kv2.1 is complex, as treatment with different pharmacological inhibitors of actin can cause clusters to dissolve or fuse depending on the concentration applied. We used the G-actin sequestering agent LatA (26) to inhibit the polymerization of actin and induce coalescence of Kv2.1 clusters. Upon treatment with 100 nM LatA, Kv2.1 clusters become more dynamic and merge (see Movie S1 and Movie S2 in the Supporting Material). We then examined whether there is a measurable change in the cluster size distribution induced by the disruption of cortical actin. If the distribution of radii were sensitive to the physical mechanism of cluster maintenance, pharmacological treatment with an actin polymerization inhibitor should induce an observable change in this distribution.

The radii of Kv2.1 domains in seven different cells were measured immediately before and 10 min after LatA application. We observed that, after treatment, not only did the total number of clusters decrease from 767 to 248, but their average size also increased, as expected from the aggregation of clusters (see Movie S2). This is can seen in the images of a cell before (Fig. 4 A) and 10 min after (Fig. 4 B) LatA application. Additionally Fig. 4 C shows the mean area of the clusters. After a lag phase of 300 s, a dramatic fivefold increase in size is seen as LatA takes effect. A complementary analysis of the effect of actin on domain dynamics is presented in the Supporting Material. As shown in Fig. 4 D, the distribution of radii 10 min after Lat A addition is no longer an exponential for the probed

---

**TABLE 1 Analysis of the Kv2.1 sizes from control cells**

<table>
<thead>
<tr>
<th>Model</th>
<th>Maximum likelihood estimates</th>
<th>$\Delta_i$</th>
<th>$w_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Perimeter-dependent growth</td>
<td>$\lambda_1 = 10.7 \mu m^{-1}$</td>
<td>0</td>
<td>0.94</td>
</tr>
<tr>
<td>2: Bulk-dependent growth</td>
<td>$\lambda_2 = 45.3 \mu m^{-1}$</td>
<td>98.9</td>
<td>10^{-20}</td>
</tr>
<tr>
<td>3: Size-independent growth</td>
<td>$\lambda_3 = 16.6 \mu m^{-2}$</td>
<td>5.4</td>
<td>0.06</td>
</tr>
<tr>
<td>4: Feedback regulation</td>
<td>$\lambda_4 = 35.6 \mu m^{-2}$</td>
<td>22.5</td>
<td>10^{-3}</td>
</tr>
<tr>
<td></td>
<td>$R_0 = 0.25 \mu m$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_4 = 44.6 \mu m^{-2}$</td>
<td>56.2</td>
<td>10^{-13}</td>
</tr>
<tr>
<td></td>
<td>$R_0 = 0.30 \mu m$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AIC applied to the four distributions described in Materials and Methods over the interval $r \geq 0.25 \mu m$. The $\Delta_i$ values are the AIC differences and $w_i$ the Akaike weights. The maximum likelihood estimates are $\lambda_1 = \pi(k_{off} - k_{on})/2\pi D$, $\lambda_2 = \pi^2(k_{off} - k_{on})/2D$, $\lambda_3 = \pi(k_{off} - k_{on})D$, and $\lambda_4 = a/4\pi D$. Note that the definitions and the units of $k_{on}$ and $k_{off}$ are model-dependent according to Eqs. 1, 5, 9, and 13. For Model 4, two different values of $R_0$ are reported to indicate the fast decay of the likelihood with $R_0$.

---

**FIGURE 4** Cells treated with LatA. (A) TIRF image showing Kv2.1 clusters immediately before LatA application. The scale bar is 10 $\mu m$. (B) Same cell, 10 min after addition of LatA. The number of Kv2.1 clusters has decreased and their area clearly increased. (C) Time-course of the average cluster size in a single cell after application of LatA. The cluster area was normalized to the average area of the clusters immediately before LatA application. The addition of LatA occurs at time zero. LatA appears to take effect 300 s after application. Until this time, the cluster size distribution remains in steady state. (D) Distribution of cluster radii in cells treated with the actin inhibitor LatA. (Straight line) Distribution $R_n \exp(-nr)$. 
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range. Instead, a slower decay is observed with larger domains being prominent.

Our simple measurement of the distribution of domain sizes shows that the growth model is affected by inhibition of cortical actin and, in turn, the distribution of cluster sizes changes. Unfortunately, the information theory analysis used in control cells cannot be applied to the LatA-treated cells because, as seen in Fig. 4 C, in this case the domain size distribution is not in steady state. Nevertheless, a change is directly seen in the dynamic cluster size distribution, which provides further evidence for the link between the distribution of domain sizes and the membrane compartmentalization mechanism.

CONCLUSIONS

The distribution of domain sizes provides a straightforward method for obtaining kinetic information on the formation and maintenance of membrane domains. The strength of this method lies in its simple application. The distribution of Kv2.1 domain sizes implies that cluster growth is proportional to the cluster perimeter length. Additionally, we do not find evidence for local feedback between endocytic and exocytic events at the individual cluster level. The model scenarios analyzed in this work are not exhaustive, and other kinetic models can be proposed, in particular at longer length scales. The likelihood of the proposed model was rigorously established through the Akaaike information criterion. The distribution analysis is consistent with a model where the cluster size is simply governed by the fluctuations of the endocytic and exocytic processes.

APPENDIX: LOG-LIKELIHOOD FUNCTIONS

Function 1 (Model 1)

The normalization constant in Eq. 6 is found from

\[ \int_a^\infty P_1(r)dr = 1, \]

where \( a \) is the minimum radius that can be assigned to a domain. Then,

\[ R_n = \lambda \exp(\lambda a), \]  

(A1)

where

\[ \lambda = \frac{(k_{\text{off}} - k_{\text{on}} n)}{2\pi D}. \]

Then, the log-likelihood function is

\[ \ln[L_1(\lambda|r)] = n \ln n + n\lambda a - \lambda \sum_i^n r_i, \]  

(A2)

where \( r = (r_1, r_2, \ldots, r_n) \) is our data set and \( L_1 \) is the likelihood of the parameter \( \lambda \), given the data set.

Function 2 (Model 2)

The normalization constant in Eq. 10 is

\[ R_n = 4\sqrt{\frac{\lambda}{\pi}} \left( \text{erfc} \left( a\sqrt{\lambda} \right) \right)^{-1}, \]  

(A3)

where

\[ \lambda = \pi^2 \frac{(k_{\text{off}} - k_{\text{on}} n)}{2D}, \]

and \( \text{erfc} \) is the complementary error function defined as

\[ \text{erfc}(x) = \left( \frac{2}{\sqrt{\pi}} \right) \int_x^\infty \exp(-t^2)dt. \]

The log-likelihood function is

\[ \ln[L_2(\lambda|r)] = \frac{n}{2} \ln \left( \frac{16\lambda}{\pi} \right) - n \ln \left[ \text{erfc} \left( a\sqrt{\lambda} \right) \right] + \sum_i^n \ln r_i - \lambda \sum_i^n r_i^2. \]  

(A4)

Function 3 (Model 3)

The normalization constant in Eq. 14 is

\[ R_n = 2\lambda \exp(a^2\lambda), \]  

(A5)

where

\[ \lambda = \pi \frac{(k_{\text{off}} - k_{\text{on}} n)}{D}. \]

The log-likelihood function is

\[ \ln[L_3(\lambda|r)] = n \ln(2\lambda) + na^2\lambda + \sum_i^n \ln r_i - \lambda \sum_i^n r_i^2. \]  

(A6)

Function 4 (Model 4)

The normalization constant in Eq. 19 is

\[ R_n = 2\sqrt{\frac{\lambda}{\pi}} \exp\left( -\lambda R_0^2 \right) \frac{\text{erfc}\left( (a - R_0)\sqrt{\lambda} \right)}{\text{erfc}\left( (a - R_0)\sqrt{\lambda} \right)}, \]  

(A7)

where \( \lambda = a/4\pi D. \)

The log-likelihood function is

\[ \ln[L_4(\lambda,R_0|r)] = \frac{n}{2} \ln \left( \frac{4\lambda}{\pi} \right) + nR_0^2\lambda 
- n \ln \left[ \text{erfc} \left( (a - R_0)\sqrt{\lambda} \right) \right] 
+ 2\lambda R_0 \sum_i^n r_i - \lambda \sum_i^n r_i^2. \]  

(A8)
**Function 5 (alternative to Model 4)**

We also considered a different feedback mechanism as an alternative to Model 4. In Model 4, we maintain a radius-dependent on-rate with molecules being incorporated at the domain perimeter. However, in a similar fashion to Model 3, we consider a model where the growth is radius-dependent but the incorporation of new molecules is independent of domain size. Thus,

\[
\frac{\partial A}{\partial t} = \alpha (R_0 - r). \tag{A9}
\]

The corresponding Fokker-Planck equation is

\[
\frac{\partial P}{\partial t} = -\frac{\alpha}{\sqrt{\pi} \partial A} \left[ (\sqrt{\pi} R_0 - \sqrt{A}) P \right] + D \frac{\partial^2 P}{\partial A^2}. \tag{A10}
\]

In steady state, we obtain

\[
P_A(A) = R_0 e^{Z_1 A - Z_2 A^{1/2}}, \tag{A11}
\]

where

\[Z_1 = \frac{\alpha R_0}{D} \quad \text{and} \quad Z_2 = \frac{2\alpha}{(3\sqrt{\pi}D)}.\]

Then,

\[
P(r) = R_0 e^{\alpha \pi (3r^2 - 2r^3)}/3D. \tag{A12}
\]

The likelihood of this model is found to be smaller than that of Model 4.
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