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Abstract Performance perturbations are a natural phenomenon in volunteer comput-
ing systems. Scheduling parallel applications with precedence-constraints is emerg-
ing as a new challenge in these systems. In this paper, we propose two novel ro-
bust task scheduling heuristics, which identify best task-resource matches in terms of
makespan and robustness. Our approach for both heuristics is based on a proactive
reallocation (or schedule expansion) scheme enabling output schedules to tolerate a
certain degree of performance degradation. Schedules are initially generated by fo-
cusing on their makespan. These schedules are scrutinized for possible rescheduling
using additional volunteer computing resources to increase their robustness. Specifi-
cally, their robustness is improved by maximizing either the total allowable delay time
or the minimum relative allowable delay time over all allocated volunteer resources.
Allowable delay times may occur due to precedence constraints. In this paper, two
proposed heuristics are evaluated with an extensive set of simulations. Based on sim-
ulation results, our approach significantly contributes to improving the robustness of
the resulting schedules.
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1 Introduction

A volunteer computing system (VCS) is a distributed computing platform in which
a large number of individually owned computing resources are voluntarily donated
to science projects. Many large-scale science projects (e.g., SETI@home [1], Fold-
ing@home [2], and Einstein@Home [3]) have been successfully deployed and tack-
led on these systems. Computing resources participating in VCSs are characterized by
their essentially autonomous, heterogeneous, distributed, and dynamic nature. Unlike
resources in grids, those in VCSs are typically not tied to any managed organization—
most of them are personal computers connected via the internet.

As this new computing paradigm gains more recognition for its high-throughput
and high-performance potential, many science and engineering problems are be-
ing deployed onto VCSs. While applications in most current volunteer computing
projects are independent or bag-of-tasks/parameter sweep applications (a series of
independent tasks with different input parameters), a considerable group of scientific
and engineering applications in practice are precedence-constrained parallel appli-
cations. The problem of scheduling applications in the latter model both on homo-
geneous and heterogeneous computing systems has been studied extensively over
the past few years (e.g., [4—11]). However, most efforts in task scheduling have
focused primarily on two issues, the minimization of application completion time
(makespan/schedule length), and reduction of time complexity; in other words, the
main objective of a task scheduling algorithm is the generation of the optimal sched-
ule for a given application with the minimal amount of scheduling time. It is only
recently that much attention has been paid to robustness in scheduling, particularly
on parallel and distributed computing systems [12—-18].

Broadly, robustness can be defined as the capacity to function properly in the pres-
ence of variable conditions. In the context of task scheduling particularly for VCSs,
the definition may be narrowed down to a guarantee that the quality of a schedule is
assured in spite of a certain degree of performance fluctuation, such as incorrect es-
timates of task completion times and resource performance degradation. This perfor-
mance characteristic has a particular importance in the case of scheduling for VCSs
in which resources behave in a quite unmanaged fashion. For example, a volunteered
computer may be turned off or returned to personal use. In such circumstances, VC
project tasks on such a computer will be either suspended or terminated, or lowered
in priority (resulting in slower execution).

Robustness is closely related to fault tolerance. Fault tolerance is mostly asso-
ciated with task/resource failures. Rescheduling and task replication are two most
frequently used techniques to deal with those failures. While these techniques can be
applied for robust scheduling, robustness in “output schedules” (i.e., the assignment
and ordering of tasks on computers produced by a resource allocation heuristic) can
also be significantly improved if scheduling decisions are made taking into account
performance perturbations.

In this paper, we address the task scheduling problem in VCSs and propose two
novel scheduling heuristics (RMAX and RMXMN) that take into account robustness as
well as makespan. Our approach in the case of both heuristics is based on a proactive
reallocation (or schedule expansion) scheme enabling output schedules to tolerate a
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certain degree of performance degradation. Schedules are initially generated focusing
on their makespan; this is used as the lower bound. These schedules are scrutinized
for possible rescheduling using additional VC resources to increase their robustness.
For a given schedule, rescheduling occurs only if a new task-resource match improves
the robustness without increasing the makespan. Let the “allowable delay time” of a
task in a schedule refer to the amount of time that can be delayed to start or complete
the task without incurring an increase in makespan; this may occur due to prece-
dence constraints. Specifically, rescheduling decisions in RMAX and RMXMN are
made aiming to maximize the total allowable delay time of all tasks in that schedule,
or maximize the minimum allowable delay time to computation time ratio over all
allocated VC resources. The two heuristics have been evaluated with an extensive set
of simulations. Based on simulation results, our approach significantly contributes to
improving the robustness of schedules.

The remainder of the paper is organized as follows. Section 2 describes the ap-
plication, system, robustness, and scheduling models used in this paper. Section 3
overviews related work. The RMAX and RMXMN algorithms are presented in Sect. 4
followed by results in Sect. 5. Finally, conclusions are provided in Sect. 6. We have
provided a table of acronyms used in this paper in Appendix.

2 Models

In this section, we describe the system, application, robustness, and scheduling mod-
els employed in this work.

2.1 System model

The target system used in this work consists of a set R of r heterogeneous computing
resources (VC resources) that are fully interconnected in the sense that a route exists
between any two individual resources (Fig. 1). Each VC resource is in an autonomous
administrative domain that has its own local users who access the resources provided
by it. Typically, the number of available VC resources at a given time is far larger than
the number of tasks to be scheduled. These resources are not entirely dedicated to the
VCS. In other words, they are used for both local and VC jobs. These resources are
connected to each other through a wide area network. The interresource communica-
tions are heterogeneous. All network links are assumed to work without substantial
contentions. It is also assumed that a message can be transmitted from one resource
to another while a task is being executed on the recipient resource, which is possible
in many systems.

The availability and capacity of resources, such as, VC resources and network
links, fluctuates. Therefore, the accurate completion time of a job on a particular
resource is difficult, if not impossible, to determine a priori. Moreover, the job may
fail to complete due to a failure of the resource on which it is running. However,
resource failures are not considered in this study.

2.2 Application model

Parallel programs, in general, can be represented by a directed acyclic graph (DAG).
A DAG, G = (N, E), consists of a set N of n nodes and a set E of e edges. A DAG is

@ Springer



166 Y.C. Lee et al.

RS

@ the Internet
o5

Fig. 1 VCS model

also called a task graph or macro-dataflow graph. In general, the nodes represent tasks
partitioned from an application, and the edges represent precedence constraints. An
edge (i, j) € E between task n; and task n ; also represents intertask communication.
In other words, the output of task n; has to be transmitted to task 7; in order for
task n; to start its execution. A task with no predecessors is called an entry task,
Nentry, Whereas an exit task, nexit, is one that does not have any successors. Among
the predecessors of a task #n;, the predecessor which completes the communication
at the latest time is called the most influential parent (MIP) of the task denoted as
MIP(n;). The longest path of a task graph is the critical path (CP).

The weight on a task n; denoted as w; represents the computation cost of the task.
In addition, the computation cost of the task on a VC resource r;, is denoted as w;
and its average computation cost is denoted as w; .

The weight on an edge, denoted as c; ; represents the communication time be-
tween two tasks, n; and n;. For the purposes of this study, it is assumed that the
bandwidths between any pairs of resources are virtually the same. However, the time
to send a data set between any two tasks will depend on the size of the data sets, which
can vary. Thus, the time ¢; ; is based on the common bandwidth between all pairs of
resources (the same for all pairs) the size of the data set being moved between the
two tasks (which can differ for each pair of communicating tasks). However, a com-
munication cost is only required when two tasks are assigned to different resources.
In other words, the communication cost when tasks are assigned to the same VC
resource can be ignored, i.e., 0.

The earliest start time and the earliest finish time of a task n; on a VC resource r;
are defined as follows, where MIP(n;) is executed on machine ry:
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Fig. 2 A simple task graph

ifn; = Nentry

EST(n;,r;) =
(i) EFT(MIP(n;), ri) + cmip@;),i otherwise,

D

EFT(ni,rj)=EST(ni,rj)+wi,j 2)

Note that, the actual start and finish times of a task n; on a resource r;, denoted as
AST(n;,rj) and AFT(n;,r;) can be different from its earliest start and finish times,
EST(n;,r;) and EFT(n;, r;), if the actual finish time of another task scheduled on
the same resource is later than EST (n;,r;).

In the case of adopting task insertion, the task can be scheduled in the idle time
slot between two consecutive tasks already assigned to the resource as long as no
violation of precedence constraints is made. This insertion scheme would contribute
in particular to increasing resource utilization for a communication intensive task
graph with fine-grain tasks.

A simple task graph is shown in Fig. 2 with its details in Tables 1 and 2. The nodes
are the tasks and the edges are data set transfers between nodes. The values presented
in Table 1 are computed using two task prioritization methods, ¢-level and b-level,
frequently used in many list scheduling heuristics, e.g., [6, 8]. The weight on the
edge from node i to node j is the time ¢; ;. Note that computation costs are averaged
over all nodes and links, as shown in Table 2. The ¢-level of a task is defined as the
summation of the computation and communication costs along the longest (in terms
of time) path of the node from the entry task in the task graph. The task itself is ex-
cluded from the computation. In contrast, the b-level of a task is computed by adding
the computation and communication costs along the longest path of the task from the
exit task in the task graph (including the task). The b-level is used in this study.

The communication to computation ratio (CCR) is a measure that indicates
whether a task graph is communication intensive, computation intensive or moderate.
For a given task graph, it is computed by the average communication time between all
pairs of communicating tasks divided by the average computation time for all tasks
on a target system.
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Table 1 Task priorities
Task b-level t-level
0 101.33 0.00
1 66.67 22.00
2 63.33 28.00
3 73.00 25.00
4 79.33 22.00
5 41.67 56.33
6 37.33 64.00
7 12.00 89.33
Table 2 Computation cost
Task o r r Average
0 11 13 9 11
1 10 15 11 12
2 9 12 14 12
3 11 16 10 12
4 15 11 19 15
5 12 9 5 9
6 10 14 13 12
7 11 15 10 12

2.3 Robustness model

In essence, our robustness metric is derived from latest start/finish times of tasks. The

latest start and finish times of a task n; on a VC resource r; are defined as:

LST(nj,rj) =LFT(n;,rj) — w; j,

EFT(n;)
min {LST(nk, rm) - Ci,k}

nresucc(n;)

LFT(n,-,rj) =

if n; = nexit

otherwise

3

“

where succ(n;) is the set of successor tasks of task n;, and r;,, is the VC resource
executing task ny. For a given task, its LST/LFT may differ from EST/EFT if the
minimum EST in all of its successor tasks is later than the time it finishes its com-
munication (data transfer); once again, this may occur due to precedence constraints.
Note that, LST and LFT of a task have a cuamulative effect on those of its parent tasks.
Similar to the case for AST and AFT, the actual latest start and finish times of a task
n; on a VC resource r; are defined as follows, where ALST (npex;, 7;) is the actual
latest start time of the next task scheduled after n; on the same VC resource r;:

ALST(nl-, rj) :ALFT(I’li, rj) - w,-,j,
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AFT(n;) if nj = nexit
ALFT(n;,rj) = min[ min  (ALST (ng, rm) — ci k), ALST (npext, rj)} (6)
ny€succ(n;)
otherwise

The degree of robustness for a particular task-resource match can be measured based
on ALST and/or ALFT, since they enable the quantification of “allowable” delay in
the completion of the task. The late completion of a task does not affect the makespan
of a given precedence-constrained parallel application as long as the time of the com-
pletion is no later than the ALFT of the task; hence, the current task-resource match
in the schedule for this application is robust to a certain degree.

For a given schedule, the average robustness ratio (RR) associated with a particular
VC resource r; is defined as follows, where N; is the set of tasks assigned on r;:

S sen; ALST (i, rj) — AST(ny, 7))

D nieN; Wil

RR(rj) = (N

The average robustness ratio of the schedule is then as follows, where R* is the set
of resources used in the schedule:

Zr;‘eR* RR(r;f)
|R¥|

RR = ®)
The maximization of RR is directly related to the improvement in robustness; how-
ever, this should be achieved without an increase in makespan.

2.4 Scheduling model

The task scheduling problem in this study is the process of assigning a set N of
n tasks to a set R of r heterogeneous VC resources—without violating precedence
constraints—aiming to minimize makespan with a robustness factor as large as pos-
sible. Traditionally, the former (the minimization of makespan) is the single most
important objective in the task scheduling problem.

In VCSs, this sole focus of makespan minimization is neither sufficient nor ap-
propriate due to performance perturbations of resources. Rather, the robustness of
output schedules should be explicitly taken into account. However, these two objec-
tives conflict with each other. In other words, the minimization of makespan is often
achieved by “compacting tasks” whereas the maximization of robustness is obtained
by increasing slack times between tasks. The scheduling model in this study can be
seen as a multi-pass (two-pass) model—the schedule generation pass and the robust-
ness improvement pass. Each of the two objectives in this study is attempted to be
optimized through the relevant pass. Specifically, the first pass is dedicated to the gen-
eration of schedules focusing solely on their makespan. In the second and last pass,
these schedules are inspected with an additional set of VC resources for possible
rescheduling to improve their robustness.

The makespan is defined as M = max{AFT (nexit)} after the scheduling of n tasks
in a task graph G is completed. Although the minimization of makespan is crucial,
tasks of a DAG in our study are not associated with deadlines as in real-time systems.
The improvement of robustness is measured based on RR as defined in Sect. 2.3.
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3 Related work

Some of the common approaches that deal with performance fluctuations in dy-
namic environment, such as, VCSs and grids include robust scheduling, task replica-
tion/migration, and rescheduling. In general, the first approach implicitly and proac-
tively handles uncertainties in task/resource performance by generating robust sched-
ules that are insensitive to a certain degree of performance perturbations. On the con-
trary, the rest are reactive approaches; that is, when performance degradation (e.g.,
task/resource failures) is detected, they react by taking an appropriate step to mini-
mize negative effects from such an event.

Probably, the closest works to our study are static heuristics proposed in [15]. The
target system is a rather specialized platform (e.g., a military system) consisting of
heterogeneous sets of sensors, applications, machines, and actuators. Although such
a system model is specific to a particular environment, it can be easily generalized
for heterogeneous computing systems with dynamic performance fluctuations. Those
two heuristics are devised with the robustness metric developed in [12]. The met-
ric is used to identify the maximum amount of performance changes that a given
schedule can tolerate without violating performance constraints, e.g., the makespan
of the schedule is within 120% of the initial makespan. Initial schedules (chromo-
some or state) for those two heuristics are generated using a mixture of another two
heuristics—most critical task first (MCTF) and most critical path first (MCPF)—also
proposed in [15]. The evaluation was conducted based on a number of performance
criteria including robustness and failure rate (i.e., how often schedules cannot meet
or fail to meet performance criteria).

The authors in [19] introduced two different robust multiobjective optimiza-
tion procedures that can be applied to the task scheduling problem in our study.
While most other approaches developed for (evolutionary) multiobjective optimiza-
tion problems focus on finding the global Pareto-optimal solutions (frontier), these
procedures were intended to identify a robust solution/frontier. This means that one
or more solutions that are relatively more capable of tolerating variable perturbations
compared with other neighboring solutions. The first procedure achieves its perfor-
mance goal by minimizing the mean effective objectives; they are obtained by aver-
aging a finite set of neighboring solutions. The second procedure performs its search
for robust solutions with a user-defined limit (constraint) that restricts the change in
objective values within a predefined threshold.

There have been a large number of fault-tolerant scheduling algorithms—for
heterogeneous computing systems—proposed in the literature; however, most of
them are for applications consisting of independent tasks (e.g., [20]). Signifi-
cant previous efforts on scheduling precedence-constraint task graphs with fault-
tolerance/reliability include RHEFT in [21], RDSL and its variations in [22], and
FTSA and MC-FTSA in [23]. In the first two works, failure models (more precisely,
failure rates) were incorporated into their scheduling to ensure the successful com-
pletion of applications by increasing the reliability of output schedules. On the other
hand, FTSA and MC-FTSA adopt task replication to deal with resource failures.

Another interesting approach to note is the scheduling scheme based on dedica-
tion rate (SSDR) in [24]. Its scheduling decisions are made taking into account both
temporal-availability and spatial-availability rates of VC resources for VC jobs.
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4 Robust scheduling heuristics

As in most multiobjective optimization problems, the goal in our task scheduling
problem is to find Pareto-optimal solutions since the performance objectives of the
problem most likely to be in conflict with each other. In other words, for a given
task graph, the heuristics presented in this study aim to minimize makespan, while
the robustness of the schedule is maximized with the makespan as a constraint. More
formally, a multiobjective optimization problem can be defined as

minf f1 (), f206). ..., fa(X)] ©))

where S is the feasible search space and n > 2.

Next, we present two robust scheduling heuristics, RMAX and RMXMN (Figs. 3
and 4), for which the main objective is to maximize the robustness of schedules to
minimize the increase—caused by resource and/or task performance fluctuations—in
makespans of those schedules.

4.1 RMAX

Since the number of VC resources typically far exceeds the number of tasks for a
given parallel application, it is quite necessary to select a certain number of resources
(possibly much fewer than the number of available resources) for scheduling. The
resource selection process in RMAX is enabled using a greedy method. Specifically,
for each available resource, the summation of execution times of all tasks is identified,

Algorithm RMAX

Input: A task graph G(N, E), and a set R of » VC resources
Output: A schedule of G onto R

1. Compute b-level of ¥V n,EN

2. Sort N in decreasing order by b-level value

3. Select a set R* of best VC resources

4. Group R* into sets R’and R ”’based on resource performance
5. for Vn,ENdo

6.  Select r*&R’on which AFT(n;, r;*) is minimized

7. end for

8.

Compute ALSTs for Vu,EN

9. Let S =the sum of ALSTs

10. for Vn,EN do

11. Remove n; from its current resource

12.  if there exists 7* &R ”on which S is increased without increasing M or M is shortened
then

13.  Assignn;tor*

14. else

15. Restore the previous resource allocation for #;
16. end if

17. end for

Fig.3 The RMAX algorithm
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Algorithm RMXMN
Input: A task graph G(N, E), and a set R of r VC resources
Output: A schedule of G onto R
1. Compute b-level of ¥V n,EN
Sort N in decreasing order by b-level value
Select a set R* of best VC resources
Group R* into sets R “and R ”based on resource performance
for Vn,EN do
Select r* &R ’on which AFT(n;, ri*) is minimized
end for
Compute ALSTs for Vm,EN
Compute RR(r) for VriER’
. Let MRR = min (RR(r;'))
r;'eR’

e Al o

—
o

11. Let #" = the MRR resource

12. Let N" = the set of tasks on 7"

13. for Vn/"EN" do

14. Remove n;" from "

15. if there exists r* R ”on which MRR is increased without increasing M or M is
shortened then

16.  Assign " to r;*
17. else

18.  Reassign n/" to "
19. endif

20. end for

21. Repeat Steps 10 to 20 if the MRR resource has changed

Fig. 4 The RMXMN algorithm

and a predefined number of best resources are selected based on completion time.
These selected resources are divided into two sets, such that each set contains the
same number of resources. Although the number of resources to select is much larger
and they can be divided into more than two sets, it is impractical in terms of the
time complexity of the algorithm. Besides, the performance of selected resources
may vary significantly resulting in some resources are never used, but again they
just contribute to increase the time complexity. Note that resources in the first set
might be better in terms of processing speed than those in the second set. However,
this performance characteristic is measured based on the overall completion time;
that is, for a particular task, some resources in the second set may deliver superior
performance.

RMAX starts its scheduling with the first set only, concentrating on the minimiza-
tion of makespan (Steps 5-7). The first set is then expanded using the second set.
Now, this aggregated set is used to rearrange the current schedule to improve its ro-
bustness by increasing the total amount of allowable delay time (Steps 11-18).

The most significant effect of resource expansion and task rearrangement processes
using the second set is the recovery of LST's or an increase of ALSTs. Specifically,
for a particular task with its ALST earlier than its LST due to one or more subsequent
tasks on the same resource, its ALST can be recovered or at least can be increased by
rearranging those subsequent tasks using the resources of the second set.
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4.2 RMXMN

RMXMN adopts the same initial makespan minimization and resource expansion
processes as those used in RMAX. The main difference between RMXMN and RMAX
is in RMXMN’s task rearrangement method (or robustness improvement method).
The rationale behind this method is to maximize the minimum robustness rate (MRR)
over all allocated VC resources. Clearly, the resource with the MRR (or MRR re-
source) is most vulnerable to performance perturbations.

It can be said that a schedule is guaranteed on average to tolerate performance
perturbations to the limit of its MRR. RMXMN applies its robustness improvement
method to each task on the MRR resource (Steps 13-20). If the MRR resource has
changed after some tasks on the previous MRR resource are rearranged, RMXMN
performs the method with tasks on the new MRR resource; this repeats until no further
improvement on MRR is possible.

5 Performance evaluation

In this section, we describe experimental methods and settings including task graph
characteristics and their generation, and resource performance settings. Experimen-
tal results are then presented based on the makespan increase rate (MIR), i.e., the
percentage of makespan increase. More formally,
M* — M¢

where M is the actual makespan after the execution of a given application with a
certain degree of performance perturbation, and M* is the makespan estimated with
an assumption that the performance information is accurate.

5.1 Experimental settings

The performance of RMAX and RMXMN was thoroughly evaluated with a large num-
ber of simulations using both random task graphs and real-world application task
graphs. Table 3 summarizes the parameters used in our experiments. These parame-
ters were chosen to ensure that the simulations are extensive enough and cover a wide
range of scenarios.

The number of experiments performed using different random task graphs on the
three different resource sizes with three resource heterogeneity settings is 9,000.
Specifically, the random task graph set consisted of 50 base task graphs generated
with combinations of 10 graph sizes and five CCRs. For each combination, 20 task
graphs were randomly generated, retaining the characteristics of the base task graph.
These 1,000 graphs were investigated with three different resource settings and three
resource heterogeneity settings; hence, the figure 9,000.

The computation and communication times of the tasks in each task graph were
randomly selected from a uniform distribution with the mean equal to the chosen
average computation and communication times. The out degree of each node in a
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Table 3 Experimental

parameters Parameter Value
The number of tasks U(10, 400)
CCR {0.1,0.2, 1.0, 5.0, 10.0}
The number of resources {16,32, 64}
Out degree of a node U(l1, 10)
Resource heterogeneity {100, 200, random}

Avg. performance degradation rate  {0.1,0.2,0.3,0.4,0.5,0.6,0.7}

task graph was random and uniformly distributed between 1 and 10. Specifically, for
a node, an out degree of one indicates that it has only one successor task. A resource
heterogeneity value of 100 was defined to be the percentage of the speed difference
between the fastest resource and the slowest resource in a given system.

The three real-world parallel applications used for our experiments were the
Laplace equation solver [25], the LU-decomposition [26], and Fast Fourier Trans-
formation [27]. A large number of variations (i.e., 1,350 task graphs for each appli-
cation) were made on these task graphs for more comprehensive experiments. These
variations were made using experimental parameters in Table 3. In addition, the ma-
trix sizes and the number of input points were varied, so that the number of tasks can
range from about 10 to 400.

To introduce resource performance perturbations (performance estimation errors),
we used a Gaussian random number generator with different average performance
fluctuation rates. An average performance degradation rate of 0.3 (or 30%) indicates
that resource performance is on average at 70% of its full capacity.

5.2 Results

Since our main focus is the robustness of schedules, the performance evaluation of
our heuristics is solely based on MIR. This metric is straightforward, yet important
for identifying and comparing the impact of performance fluctuation on schedules
generated by different scheduling algorithms accounting for robustness. Our simu-
lation results are summarized and presented in Figs. 5, 6, and 7. Note that, HEFT
(a well-known scheduling algorithm that does not consider robustness) [6] was used
in our comparisons to identify the extent of the contribution of our heuristics to the
improvement in robustness.

The overall performance comparisons for random task graphs and real-world ap-
plication task graphs are presented in Figs. 5 and 6, respectively. The results in each
of these two figures are a consolidation of results obtained with five different CCRs
(0.1, 0.2, 1.0, 5.0, and 10.0). Clearly, our heuristics show their capability to gener-
ate schedules that are relatively more robust compared to those produced by HEFT.
Specifically, schedules generated by RMAX and RMXMN were on average 5% and
7% more robust than those generated by HEFT, respectively. It is noted that robust-
ness of schedules for real-world application task graphs was slightly worse than that
for random task graphs due to the regularity of real-world application task graphs.
That is, (1) tasks in the same level (or with the same height) are often homogeneous
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Fig. 5 Robustpess of schefiu?es 50 DHEFT-16 B RMAX-16 B RMXMN-16
generated by different heuristics O HEFT-32 RMAX-32 o RMXMN-32
with respect to different B HEFT-64 B RMAX-64 ™ RMXMN-64
resource sizes 40
o n
= H
(] H
o Hl
E -
o H
o H
< H

10% 20% 30% 40% 50% 60% 70%
Average performance degradation rate

in terms of both their computation and communication costs, and (2) the width of task
graphs is typically much larger than that of random task graphs. These two factors
tend to make tasks to be compacted. In many cases, it is also not quite possible to
reschedule tasks without increasing the original makespan.

Since the number of tasks to be scheduled at any one time tends not to over-
whelm the number of available resources in our simulation environments, the results
obtained from experiments with different numbers of resources do not significantly
differ; this is particularly true for HEFT. For example, the difference between average
MIRs of HEFT with 16 or with 32 resources is marginal.

Although the experiments were carried out with five different CCRs as stated in
Table 3, only experimental results obtained with three significant CCRs (0.1, 1.0
and 10.0) are explicitly presented in Fig. 7. This is because these results were suffi-
cient to represent the performance of our heuristics for three fundamental task graph
types (computationally intensive, moderate, and communication-intensive). The rest
of the test results obtained from the task graphs with CCRs of 0.2 and 5.0 tend to be
similar to those obtained from the task graphs with close CCRs. For instance, the test
result acquired from the task graphs with a CCR of 5.0 does not show significant dif-
ference from the test result acquired from the task graphs with a CCR of 10.0. Note
that Fig. 7 is plotted using results obtained with random task graphs, since results
obtained with real-world application task graphs showed similar patterns.

Because allowable delay times often occur due to precedence constraints, commu-
nication intensive applications tend to be scheduled with better robustness as shown
in Fig. 7c.

6 Conclusions
Resources in VCSs cannot be assumed to be reliable particularly in terms of perfor-
mance. Therefore, the robustness of output schedules is an important quality of ser-

vice consideration. We have addressed this issue in the context of task scheduling for
VCSs, and presented RMAX and RMXMN, robust scheduling heuristics for dynamic
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Fig. 6 Robustness of schedules
generated by different heuristics
with respect to different
application types. (a) Laplace.
(b) FFT. (¢) LU-decomposition

@ Springer

Average MIR (%)

Average MIR (%)

Average MIR (%)

50

40

30

20

50

40

30

20

50

40

30

20

O HEFT- 16
O HEFT-32
B HEFT- 64

@ RM AX-16
RM AX-32
B RM AX-64

B RM XM N-16
@ RM XM N-32

0 RM XMN-64 |

[

10% 20% 30% 40% 50% 60% 70%
Average performance degradation rate
(a)
O HEFT-16 @ RM AX-16 W RM XM N-16
O HEFT- 32 RM AX-32 [0 RM XM N-32
B HE FT- 64 H RM AX- 64 5 RM XM N-64
10% 30% 50% 60% 70%
Average performance degradationrate
(b)
O HEFT-16 M RM AX-16 M RM XM N-16
OHEFT- 32 RM AX-32 @ RM XM N-32
B HEFT- 64 @ RM AX- 64 & RM XM N-64
10% 30% 40% 50% 60% 70%

Average performance degradationrate

(©



Robust task scheduling for volunteer computing systems

177

Fig. 7 Robustness of schedules
generated by different heuristics
with respect to different CCRs.
(a) CCR =0.1. (b) CCR=1.0.
(¢) CCR=10.0
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VCSs based on a proactive reallocation scheme. The maximization of allowable de-
lay time for a given output schedule can be an effective technique to improve the
robustness of the schedule in the presence of performance perturbations. Our exten-
sive experiments verified this claim. Another significant characteristic of RMAX and
RMXMN is that their performance in terms of makespan is also quite competitive,
especially compared with HEFT.

We plan to extend the work in this study to more comprehensive robust scheduling
taking into account the availability of resources (e.g., resource failures), as resources
in VCSs can join and disconnect at any time without advance notice. Task replication
can be an effective technique to deal with this resource reliability issue and also to
ensure successful completion of applications. However, there are a number of com-
plex problems involved with this technique, such as identifying candidate tasks for
replication and determining the number of replicas.

Acknowledgements Professor H.J. Siegel’s work is supported by the USA National Science Founda-
tion (NSF) under grants CNS-0615170 and CNS-0905399, and by the Colorado State University George
T. Abell Endowment. Professor A.Y. Zomaya’s work is supported by an Australian Research Grant
DP0667266.

Appendix
Table 4 Table of acronyms
Acronym Full term
vC volunteer computing
VCS volunteer computing system
DAG directed acyclic graph
MIP most influential parent
CP critical path
EST earliest start time
EFT earliest finish time
AST actual start time
AFT actual finish time
CCR communication to computation ratio
LST latest start time
LFT latest finish time
ALST actual latest start time
ALFT actual latest finish time
RR robustness ratio
MCTF most critical task first
MCPF most critical path first
SSDR scheduling scheme based on dedication rate
MRR minimum robustness rate
MIR makespan increase rate
HEFT heterogeneous earliest finish time
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