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Abstract— Hardware implementations of the Cube,

Shuffle-Exchange, and Plus-Mi us-21 (PM2I) net-
works are examined. An analysis is made of recir-
culating (single stage) networks, multistage net-
works of combinational logic, and pipelined mul-
tistage networks. An expanded control structure
for recirculating networks is introduced. It al-
lows each processor to select its interconnection
function independently of other processors. A
multistage Shuffle-No Shuffle-Exchange network is
presented. This network allows at each stage a
Shuffle or no Shuffle followed by an Exchange.
Finally, these networks are examined for their
behavior in partitionable SIMD machines.
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_̂. Introduction

This paper examines interconnection networks
for SIMD (single instruction stream - multiple
data stream) computers. In section III, three
types of interconnection functions, the Cube, the

Shuffle-Exchange, and the Plus-Minus 2 1, are im-
plemented as recirculating (single stage) networks
and as multistage combinational logic networks.
Comparisons are made on hardware complexity and
delay to transfer data. Section IV considers
breaking a data word into S segments before pass-
ing the datum through the network. Then the width
of the network can be smaller than if the wider
data word were passed all at once. S passes can
be made through a multistage combination logic
network. Alternatively, a pipelined multistage
network can be used. The cost and delay to pass S
segments are compared for these two cases.

Section V introduces the Shuffle-No Shuffle Ex-
change network. At each stage of this multistage
network, the options are no action, Exchange,
Shuffle, or Shuffle-Exchange. This network can
perform all the functions of a recirculati g
Shuffle-Exchange. Yet, if all n stages are need-
ed, it passes the data in the time of a multistage
Shuffle-Exchange Network.

Section VI examines the ability of these net-
works to be partitioned. Various researchers have
suggested using multiple control units with an
SIMD computer so that the machine may be operated
as an MIMD computer composed of smaller 3IMD
machines ([93,[143,[163). In such a computer, the
interconnection network must provide full capabil-
ities to each SIMD sub-machine.

II. Network Definitions

The model for an SIMD (single instruction
stream - multiple data stream) computer used here
allows each processor a private memory. This com-
bination is referred to as a processing element or
PE. The interconnection network links PEs, and
this model is referred to as the PE-to-PE model.
Each PE is assigned a unique address from 0 to

N-1, where H_ = 2n. The address in binary of an

arbitrary PE P is P ..p -.. PIPQ,' and "Pi is t h e

complement of p.. Each PE has special data

transfer registers (DTRs) for passing data to and
receiving data from the network. PEs load data
into DTRi registers, and the data are moved by
the interconnection network to the DTRout regis-
ters, from which the PEs may access the data.

An interconnection network may be described as
a set of interconnection functions, where each
interconnection function is a permutation (bijec-
tion) on the set of PE addresses [113. By applying
a sequence of interconnection functions, networks
can transfer data among PEs. When interconnection
function f is applied, PE(i) passes its data to
PE(f(i)) for all i, 0 <_ i < N, simultaneously. To
pass data from one PE to another PE, a programmed
sequence of interconnection functions must be exe-
cuted.

The four networks to be discussed are defined
as follows.

The Cube : This network consists of the n func-
tions defined by

Cubei <Pn-r• > W = Pn-i • •p i + iPip i - r •Po'

for 0 <̂  i < n [113. The network used in the STARAN
is a series of Cube functions. In [1, 2, 10, 12,
133 the usefulness of this type of network is
shown.

The Shuffle-Exchange: The Shuffle is defined as
[11]

Shuffle(pn_r..Pip0) = P ^ P^ P ^

The Exchange is defined as [173

Exchange(pn_1pn_2...p1p0) = P ^ P ^ ..p^.

This network has been shown to be useful in [6,
7, 12, 13, 173. It is the basis of Lawrie's omega
network [83. It is also included in the networks
of the RAP C33 and Omen [53 systems.

The Plus-Minus 21 (PM2D: This network consists
of the 2n functions defined by
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for O ^ j < N / O < ^ i < n [11]. Feng's data manipu-
lator C4J is a series of PM2I functions. The
various data manipulating functions that the PM2I
network can perform are discussed in [ 4 , 12, 13,
153.

Figure I: Model for recirculating network.

Two structures for an interconnection network
will be considered. A recirculating network is an
interconnection network with a iTngTe stige of
switches. The stage is reused until data reach
their final destinations. To facilitate this, the
model will allow the network to receive data ei-
ther from DTRin or DTRout, as shown in figure 1.

Figure 2: Interchange box.

A complete data transfer may take M passes through
the network. A multistage network is an intercon-
nection network composed of several, usually n,
stages of combinational logic switches. Multis-
tage networks such as the Cube and Shuffle-
Exchange may be implemented using interchange
boxes, shown in figure 2, as building blocks for

Figure 3: An 8-item Generalized Cube.

each stage. An example of such a multistage net-
work is shown in figure 3. In general, a single
pass through a multistage network is sufficient to
route data to their destinations. However, when a
single pass is insufficient, multiple passes may
be used.

III. Hardware Implementations V

In order to compare these networks, typical'
circuits for each are presented. Comparisons of
gate count and circuit delay are made for multis-
tage and recirculating Shuffle-Exchange, Cube, and
PM2I networks. For simplicity, the following
analysis is made on networks that are one bit
wide. The costs of DTRin, DTRout, and any
hardware needed to interface with the network are
not included in the network cost estimates. The
delay times presented are intended as ballpark
figures and are useful for comparisons. In prac-
tice, the speed of the network will also depend on
the speed at which control signals can be generat-
ed and the technology of the circuit design.

Table 1 summarizes the notation that will be
used in the discussion.

Three multistage Cube networks have been
presented in the literature: the STARAN flip net-
work C2], the indirect binary n-cube [10], and the
Generalized Cube [15]. In [15], it was shown that
these three networks and an n-stage Shuffle-
Exchange network are all topologically equivalent.
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NOTATION MEANING

dr delay of a register
cr cost of a register
dm delay of a multiplexer
cm cost of a multiplexer
dms delay of the logic for one

stage of a multistage network
cms cost of the logic for one

stage of a multistage network
drn delay of the logic for a

recirculating network
drs delay of the logic for a recirculating

Shuffle-Exchange network
cbr cost of the logic (buffers)

for a recirculating network
Cr cost of a recirculating network
Cp cost of a pipelined

multistage network
CO ; - cost of a combinational logic

multistage network
; TP time delay of a recirculating

network
time delay of a combinational
logic multistage network

f|i, time delay of a pipelined
multistage network

W '::'•' width of a data word to be
transmitted through the network

$'"•• number of segments into which a
data word is divided

H the number of passes made through
a recirculating network to
complete a desired transfer

ft • the number of PEs in the system
h log2 N ,

Table 1: Definitions and abbreviations

With this in mind, a circuit for an 8-item Gen-
eralized Cube network is presented in figure 3.
The interchange box (figure 2 ) , on which this Cube
network is based, conditionally interchanges the
data at its inputs, thus performing a conditional
•exchange. So, stage i of the network forms Cube.,

0 <_ i < n. The circuit uses n*N/2 interchange
boxes, or 7n*N/2 gates, and has a delay of dms*n +
2*dr, where dms is the delay through the inter-
change box, and 2*dr represents the delay through
DTRin and DTRout.

As a design example, suppose it is desired to
build a multistage Generalized Cube network for N
= 1024. This 10 stage network could be designed
using off-the-shelf components. An inverting in-
terchange box made from AND-OR-INVERT gates
(SN7451) can be used in place of the NAND gates in
figure 2. This circuit performs the same function
as the interchange box, but the outputs are com-
plemented. Since interchange boxes are cascaded
to form a multistage network, if n is even, these
inverting outputs cancel. For example, after
stage n-1, the data are complemented, but after
stage n-2, the data are true. A design for a 10
stage 1 bit wide Generalized Cube network would
require 512*10 = 5120 dual 2-wide 2-input AND-OR-
INVERT chips (SN7451) and 5120/6 = 354 hex invert-
er chips (SN7404). This is a total of 5974 in-
tegrated circuit packages, or less that 6 in-
tegrated circuit packages bit per PE.

Figured. A PM2I module for row k

A multistage PM2I network can be built from the
modules of figure 4 C43. Referring to the multis-
tage network for N=8 in figure 5, a logic module
of stage 2 has the construction of the left-hand
side of the module of figure 4, while the receiv-
ing right-hand side of the module lies in stage 1
of figure 5. The number of gates needed for an n
stage PM2I network is 4*N*n, and the delay is
dms*n+2dr.

Figure 5: 8-item data manipulator
network [if],

A 10 stage 1 bit wide PM2I network could be
designed from discrete components using
3*1024*10/4 = 7680 2-input NAND packages (SN7400)
and |1024*10/31 = 3414 3-input NAND packages
(SN7410). This is 11,094 integrated circuit pack-
ages, or less than 11 chips per bit per PE.

Figure 6 shows a recirculating Shuffle-Exchange
network. At any pass through the network, either
a Shuffle or an Exchange may take place. M passes
through the network may be required to complete a
desired transfer of data between PEs. This cir-
cuit uses 3N gates and has a delay of dr + M( dr
+ dm + drs ) .
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Figure 6= Circuit for a rec;rculating Shuffle-

Exchange network for PE(i), O<i<N.

The recirculating Cube network can be built us-
ing tri-state buffers with outputs that can be
OR-TIED together, as shown in figure 7. A recir-
cul ating PM2I could be constructed similarly.

Figure 7 Circuit for a reci rcu lat ing Cube

network for PE(i), O<><S.

The Cube network uses N*n buffers while the PM2I
network uses 2*N*(n-1) buffers, since PM2+. _..* =

PM2_ ( n _ 1 ) . Both nave delay dr + M (dr + dm +

drn). For small n, the Cube network could be built
using 2 levels of NAND gates, where the input to
the network is composed of 2-input NANDs and the
receiving side is composed of n-input NANOS. For
large n, due to fan-in and integrated circuit
package count limitations, the tri-state buffer
design is preferable.

When selecting an interconnection network, the
time to complete a data transfer is an important
consideration. For a recirculating network, this
time is proportional to the number of passes made
through the network, M , 0 <̂  M. In the case of
the multistage network, for any data transfer, all
n stages must be traversed, so as the number of
PEs grows, the time to pass data increases.

For some value of M, a multistage network and a
recirculating network will have the same delay
time. If dr = 6 ns, dm = 5 ns, drn = 4.5 ns, and
dms = 6 ns, then the two networks will require the
same delay time if M = .39 (1 + n ) . This indi-
cates that the choice between a recirculating net-
work and a multistage network should depend on the
number of interconnection functions used on the
average to complete a data transfer, and thus
depend on the types of problems that a system is
designed to perform. For example, if skewed
storage [18] is used, there will be uniform shifts
which may require all n Cube functions of a mul-
tistage network. However, sorting using the Cube
will need only one interconnection function at a
time C133.

The control structure of a network is an impor-
tant consideration. For multistage networks,
three types of controls are discussed [15].
Individual stage control allows one control signal
for each stage ol the network. Individual box
control uses a separate control signal for each
interchange box in the network, using hardware
[10] or software (destination tags) C8]. Partial
stage control uses more than one but less than N
control signals at any stage of the network. The
implementations discussed above can be used with
any of these control schemes.

The typical control mechanism for a recirculat-
ing network assumes that a PE is active or not ac-
tive. In the model used here, an active PE can
send and receive data; an inactive PE can only re-
ceive data. For recirculating networks, a new con-
trol is defined that differs from the usual SIMD
control. Usually, since there is a single instruc-
tion stream, all PEs must execute the same inter-
connection function. For example, if one PE exe-
cutes CubeQ, all active PEs must execute CubeQ.

3y providing each PE with its own control regis-
ter, this restriction is removed. Independent
function control allows each PE to execute any set
of interconnection functions. For example, PE P
using a Cube network might send data to alI PEs
whose addresses differ in one bit from P's address
by simultaneously executing Cube.., Cube-, and so

forth. Also, PE 0 may use Cuben while PE 1 uses

Cube.. The implementations discussed here can be

used for conventional or independent function con-
trol.

IV. Combinational logic multistage networks ^s_
Pipelined multistage networks

In the previous section, networks were analyzed
as if they were one bit wide. Data words may be
sent through the network bit serially, but other
methods may be more efficient.

Let the width of a data word be VI bits. A net-
work may be designed as W planes, wTfere each plane
is a one bit wide network C8]. As an example,
consider the 10-stage Generalized Cube network for
N = 1024 that was described in section III. The
number of packages required for W = 32 is 5974 *
32 191,168 integrated circuit packages, or about
137 per PE.
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The amount of hardware could be reduced by a
compromise. The data word could be divided into
UfB_ = S_ segments of data, the network constructed
as a B̂  bit wide network, and then the data word
passed in S_ uses of the network. In this manner,
if the delay of the network is J), then the delay
to pass the entire data word through the network
is S*0. If the number of gates in a W wide net-
work is 6, the number of gates in the reduced net-
work is 6*3/W = G/S.

In order to show how this division of the net-
work night be done, three sample hardware designs
are presented. Design 1 moves data into and re-
trieves data from the network 3 bits at a time
under software control. This method is slow, but
requires no extra hardware for control. Design 2
multiplexes the S segments into and out of the
network. The W bit data word is loaded into
DTRin. An S-to-1 multiplexer supplies the network
with each segment of data at the proper time. An
S-to-1 demultiplexer retrieves the segments from
the network and arranges them in DTRout. Since the
maximum delay of the network is much less than one
instruction cycle, this design is faster than
design 1. But, it requires more hardware for the
W bit wide DTRin and DTRout registers and the 3
bit wide multiplexer and demultiplexer. Design 3
constructs DTRin and DTRout from 3 S-bit shift re-
gisters. DTRin is made from parallel-in-serial-
out registers, and DTRout is made from serial-in-
parallel-out registers. Let dy_,....d..dQ be a data

word. The first register of DTRin stores bits
ds_<|...d|dQ. The second register stores bits

d2S-1 dS+1dS' and the last r e 9 i s t e r stores bits
dy_1...dy_s+-|dy_s. Each clock period, the least
significant bit of each of the 3 shift registers
is presented to the network, the registers are
shifted, and the next B bits are ready to be
presented. At the output, each of the S shift re-
gisters of DTRout receive one bit from the network
each clock period. After S clock periods, the S
bits in each of the B shift registers are present-
ed as a W bit word to the PE. DTRin and DTRout
will be treated as W-bit registers by the balance

Figure 8: Model for pipelined network of width B

for N PEs and data word DW_1 ..D D .

of the system. This design is faster than design
1 and requires less hardware than design 2.

For an extra cost, overlap parallelism may be
added to a multistage network to reduce the total
time to move S segments of data. Assume that the
network is B bits wide, that DTRin and DTRout are
W bits wide, and that costs for interfacing
between the DTRs and the network are small com-
pared to the cost of the network. Let the network
be an n stage pipeline with registers of delay dr
between each stage, each stage having delay dms.
Figure 8 illustrates this arrangement.

The delay for the combinational logic multis-
tage network is the time to load DTRin, plus the
time to pass through the network, plus the time to
load DTRout. The cost, n*cms*3, considers only
the network and not DTRin and DTRout. The delay
of the pipelined network is n * (dms + dr) to get
the first segment from the network, and the
remaining segments arrive at DTRout in the next
S-1 time delays. The cost of the pipelined net-
work is that of the multistage network plus
cr*(n-1)*3 for the N-bit registers that are placed
between each of the n stages.

The S segments of data may be transferred using
a pipelined network in time

Tp = (dr+dms)(n + S - 1).
The unpipelined network transfers the same data in
time

Tm = S(dms * n + 2 * dr).

Figure $: Tp vs. Tm. ,

Figure 9 plots Tp vs Tm for various values of N
and S, for dr = 9 ns and dms = 10 ns. These time
approximations are based on schottky logic accord-
ing to C193.
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Suppose that a combinational logic multistage
network and a pipelined multistage network have
equal cost. Since the pipelined network uses more
hardware than the combinational logic multistage
network, the width of the pipelined network is
less than the width of the combinational logic
multistage network. The relationship between S ,

the number of data segments for the multistage
network, and S , the number of data segments for

the pipelined network, is
(n * cms + (n-1) * cr) W/S = n * cms * W/S

ffl

If cms = cr, that is, the cost of the logic of a
stage is about that of the register at the output
of the stage, then

S
n
 = (2*n - 1) S I n
p m-

Table 2 lists S and S for various values of N

for combinational and pipelined networks of equal
cost.

Table 2: N, S , and S for equal cost networks.

Consider the average time to pass one segment
of data. The combinational logic multistage net-
work passes, on the average, one segment of data
in (dms*n+2dr) time units. The pipelined network
uses an average of

(n+S-IHd•ns+dr)
 ti||e u n i t s / s e g ( n e n t

.
b

The larger S is, the smaller this average time
will be. These two average times are equal for

s - <n-1)(dms+dr)
~ (dms(n-1)+dr)

For example, i f dms=dr and n=10, then

. _ (10-1) (2dms) 13
dms(10-1+1) " TJT

So, for S ̂  2, the average delay per segment is
less for the pipelined network than for the combi-
national logic multistage network, although the
total time to pass one data item may be greater,
due to the time to fill and empty the pipe. This
suggests that a pipelined multistage network is
most applicable where many segments of data are
passed, such as passing blocks of data at once
rather than one data word.

Ψ. JThe_ Shuffle-No Shuffle-Exchange Network

For the Cube and PM2I networks, any data
transfer that can be accomplished by passes
through a multistage network can also be accom-
plished by a recirculating network, and vice ver-
sa. This is not true for the multistage Shuffle-
Exchange network. From theorem 2 of C8], it can be
shown that the multistage Shuffle-Exchange network
cannot perform the Shuffle permutation. To try to
rectify this, a Shuffle-No Shuffle-Exchange (SNSE)
network is introduced here. At each stage of this
multistage network (figure 10), the options are do

Figure 10: Shuffle-No Shuffle-Exchange circuit for

row i, O<i<N.

nothing, Shuffle, Exchange, or Shuffle-Exchange
Assume that at any stage, a Shuffle affects all
PEs, and that any Exchange signal affects both
PE(i) and PE(Exchange(i)). Unlike Lawrie's omega
network, no broadcast functions will be allowed.
This network can produce all the permutations of
the recirculating Shuffle-Exchange network. Thus,
it has the advantage over the multistage Shuffle-
Exchange network of being able to perform one to n
Shuffles in one pass through the network.

Let P = { (Si, Di) | 0 < i < N } be a permuta-
tion mapping of source PE address, Si, to destina-
tion PE address, Di, where the binary representa-
tion of Si is P

n
_ ...p p

Q
 and that of Di is

d -i• • C
'•]

C
'Q. A network passes a permutation P if

and only if P conforms to the acceptable form for
that network, and no conflicts result in the pas-
sage through the network C8D. W t P means the
network, W, passes a permutation P.

Theorem 1_: An n-stage SNSE network can form the
following permutations.
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Proof: An n-stage SNSE network, designated W, will
Be analyzed by parts. WO will refer to a network
constructed with only an Exchange function, i.e.,
WO = E. W1 prefixes an Exchange-Shuffle stage to
WO, i.e., W1 = (ES)WO = ESE. W2 prefixes an
Exchange-Shuffle to W1, i.e., W2 = (ES)W1 =
(ES)(ES)W0 = (ES)(ES)E. For 0 < t < n, Wt =

(ES)W(t-D = (ES)tE. The last prefix creates Wn,
an n stage Shuffle-Exchange network, by prefixing

a Shuffle stage to Wn-1, i.e., Wn = S(ES)n"1E =

(SE) . The permutations that W can pass are the
union of the permutations that WO, W1,. . , and Wn
can pass.

Note that certain cases are not explicitly con-
sidered here. For example, a Shuffle followed by
k No Shuffles is equivalent to k No Shuffles fol-
lowed by a Shuffle. Also, a Shuffle followed by
two Exchanges has the same effect as just a Shuf-
fle. This first cases are not considered in this
argument; the second equivalent ones are.

WO accepts the permutations _
pn-1 " p 1 p 0 -> pn-1 •'p1p0•

-A conflict, CO, between two different sources Si
and Sj results iff Di = Dj, that is
CO = (|Si/2| = |Sj/2|) AND (Di mod 2 = Dj mod 2).
So,

WO + P <=> (|Si/2| = |Di/2l) AND
(Si Sj => NOT(CO)), 0 <. i,j < N.

Recall that Wt = (ES)lE. For 0 < t < n, the
transition of data is

pn-1 P0 Pn-1 Pidt

•-, " Pn-2 dtdt-1

, ̂  - • ~ pn-3 dtdt-1dt-2

•, •

" pn-i-t pidtdt-r do
The acceptable permutations are, thus,

l_Si/2j mod 2n-Ct+1) = Lpi/2t+1j mod 2n-<t+1>.
For Si Sj, a conflict results after k Shuf-

fles and k+1 possible Exchanges, 0 <̂  k <̂  t, iff

Ct(k) = (|_Si/2j mod 2n~ k" 1 = [sj/2j mod 2n"k"1)

AND ( Lpi^~'<J mod 2 k + 1 = [bi/Z*'^ mod 2 k + 1 ) .
Thus, the expression for a conflict, Ct, is

t
Ct = V Ct(k).

' ' • • . • • ' " • • " , • . k ° " . ' • • - . " •

Therefore,
Wt + P <=>

(LSi/2j mod 2 n " ( t + 1 ) = Lpi/2t+1J mod 2 n " u + 1 ) )

The SNSE network can form all the permutations
of the recirculating Shuffle-Exchange. If x passes
through the recirculating network are needed, then
fx/ril passes through the SNSE network accomplish
the same data transfer. This flexibility has been
accomplished for the cost of a few extra gates per
PE, 5*N*n for the SNSE network versus 7/2 N*n for
the multistage Shuffle-Exchange, and for more con-
trol signals, n*N/2 for the multistage Shuffle-
Exchange and (1(Shuffle) + N/2(Exchange) +
N/2(Exchange Shuffle)) * n signals for the SNSE
network. ... _ ....

VI. Partitioning

In C15], two types of partitioning for SIMD
machines were introduced. Single control
partitioning uses the computer system as one to

2n~ r SIMD machines, each having 2 r PEs, each per-
forming the same algorithm (using the same in-
struction stream), but each on a different data
set. Multiple control partitioning uses the system

••as one to 2 n r SIMD machines, each of size 2 r,
where each may be performing a different algorithm
on a different data set. Both types of partition-
ing require that each partition have available a

complete interconnection network for 2 r PEs. Mul-
tiple control partitioning assumes multiple con-
trol units (C9], C14D, C16]). This means that the
PEs in a group can choose interconnection func-
tions independently of other groups. In C15], the
capabilities of combinational logic multistage
networks to perform in partitioned environments
were discussed. The analysis is extended here for
pipelined networks and recirculating networks.

Theorem 2: A pipelined multistage network can De

partitioned into 2 n~ r groups of 2r PEs in the same
manner as the combinational logic multistage net-
work upon which it is based.
Proof: The transition from a combinational logic
multistage network to a pipelined multistage net-
work does not change the overall interconnection
or control structure of the network. Therefore,
the pipelined network must partition in the same
manner as the combinational logic multistage net- :;
work upon which it is based. The analysis for
combinational logic multistage Cube, Shuffle-
Exchange, and data manipulator (PM2I) networks are
in cm. a
Theorem 3: A recirculating Cube network can be

partitioned into 2n r groups of 2 PEs under sin-
gle or multiple control partitioning.
Proof: A recirculating Cube may be partitioned in
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a manner analogous to that of a multistage Cube
C153. Let the addresses of all PEs in each parti-
tion have the same n-r most significant bits. In
order to partition the recirculating Cube network,
the n-r interconnection functions Cube ,

Cube +1,..., and Cube _.. are not utilized for any

data transfer. So, each group of 2 PEs has
available to it Cube _..,...,Cube.., and Cube-.

Thus, single and multiple control partitioning are
possible.

This argument can be extended to group PEs that
have any set of n-r bits in common. •

Theorem 4: A recirculating PM2I network may be
partitioned, under single or multiple control par-
titioning, into 2 n r groups of 2r PEs so that all
PEs in a partition have the same n-r least signi-
ficant bits.
Proof: In C15], it was shown that a multistage
PM2I network can be partitioned into groups that
have the n-r least significant bits in common by
not utilizing the last n-r stages of the network,
that is, the stages for Prt2+ , 0 <̂  i < n-r. In

this manner, each group Fas available to it 2*r
interconnection functions, where Pii2L, now

jt.(n-r+i)
behaves as PM2+. for a group, 0 <̂  i < r. No group
can send data olftside of its group, since the n-r
least significant bits never change for these 2*r
functions. So, each group may use the network in-
dependently of any other group. Thus, single and
multiple control partitioning are possible. 13

In C15], the machine was partitioned into 2 n~ r

blocks of 2 r PEs. Here, a more general control
structure for partitioning will be used, where the
machine may be partitioned into blocks of varying

' .sizes with the restriction that the sizes are
powers of two. The following merging theorem
shows a translation from the restricted partition-
ing to the more general control structure.

Thedrem 5: Let a Generalized Cube network be par-
titioned into 2 n ~ r groups of 2 r such that all PEs
in a partition have the same n-r most significant
bits. Let G and H be partitions in the machine.
The addresses of the PEs in G are

3n_1 3r * 2 r + P, 0 < P < 2 r ,

and the addresses of the PEs in H are
h
n_1 ' hr * 2 r + Q, 0 _< Q < 2 r.

If for all i, n > i > r, ^ = g. and hr gr, tr~>

G and H may be merged into one partition of si<..
2 r + with no effect on the remainder of the net-
work.
Proof: In LI51, it was shown that a Generalized
Cube network (with independent box control) can be

partitioned into 2 n ~ r groups of 2 r PEs under mul-
tiple control partitioning. So, G and H can use
the network without interfering with each other.
At stage r, Cube^ moves data between PEs in G and

PEs in H, since hp gr. No other PEs can be af-

fected, since if the groups are of size 2 r and for
n > i > r, h. = g., when a PE in G uses Cube it

must connect to a PE in H and vise versa. There-
fore, the use of Cube by G and H does not affect

the remainder of the network. Therefore, G and H

can be merged into a partition of size 2 and
remain independent of the rest of the network.

r+1Furthermore, the new group of 2 has a complete
Cube network of r+1 functions.

Analogous arguments can be made to show that
the theorem is true for systems that are parti-
tioned based on any set of n-r bits of the PE ad-
dresses, p

In C15D, it was shown that the multistage
Shuffle-Exchange network and the Generalized Cube
network are topologically equivalent. This fact
can be used for the following corollary.

Corollary 1: Let a multistage Shuffle-Exchange

network be divided into 2 n ~ r groups of 2 r such
that alI PEs in a group have the same n-r most
significant bits. Let G and H be two partitions as
defined above. Then, G and H may be merged into

r+1one partition of size 2 with no effect on the
rest of the network.
Proof: This proof follows from Theorem 5 and the
fact that the Generalized Cube and the multistage
Shuffle-Exchange networks are topologically
equivalent. In this case, allowing an exchange at
stage r permits communication between G and H.

Since a recirculating Cube network performs the
same functions as a multistage Cube network, two
appropriate partitions of a recirculating Cube
network can be merged, n

Corollary 2: Let a recirculating Cube network be

partitioned into 2 n~ r groups of 2 r PEs such that
all PEs in a group have the same n-r most signifi-
cant digits. Let G and H be two partitions of the
system as defined above. Then G and H can be

merged into one partition of size 2r with no ef-
fect on the remainder of the network.
Proof: This follows from Theorems 3 and 5. G and
H communicate by allowing Cube . Q

Feng's data manipulator LU1, which is an n-
stage PM2I network, can be partitioned under sin-
gle control partitioning into 2 n~ r groups of 2r

PEs if the PEs in each group have the same n-r
least significant digits C15]. Due to its res-
tricted control structure, multiple control parti-
tioning is not possible. In [15], an augmented
data manipulator, capable of multiple control par-
titioning is described. Multiple control parti-
tioning is possible for a recirculating PM2I net-
work.

Theorem 6: Let a recirculating PM2I network be

partitioned into 2 n r groups of 2r PEs where the
PEs in each group have the same n-r least signifi-
cant bits. Let G and H be two partitions. The
addresses of the PEs in G are

2 1 3



P * 2 n" r + gn_r_1 g1g0, o i P < 2
r,

and the addresses of the PEs in H are

a * 2n"r + hn_r-r• h i V ° 1 Q < 2r

Then, if for all i, (n-r-1) > i >_ 0, h. = g. and

h _ _1 g _.., then G and H can be merged into

one partition of size 2r , where the addresses of
all PEs in the merged partition have the same n-
r-1 least significant bits.
Proof: For the controls PM2+ , (n-r) 5 i < n, no

group can send data outside of its group, since
the n-r least significant bits never change for
these 2*r functions. Therefore, multiple control
partitioning is possible. Let G and H be merged
into one partition such that the PE addresses have
the same n-r—1 least significant bits. The new
controls needed are PM2+( _r_1). These two con-
trols send data only betw?en groups G and H, since
the n-r—1 least significant digits are not affect-
ed. Therefore, PEs in G and H can exchange data
without interfering with the rest of the network.
So, for the recirculating PM2I network, G and H
can be merged under multiple contol partitioning.
D
Corollary 5: Let a multistage augmented data mani-
pulator be divided into 2 n ~ r groups of 2r such
that all PEs in a group have the same n-r least
significant bits. Let G and H be defined as in
Theorem 6. Then, G and H may be merged into one

partition of size 2r+'' with no effect on the rest
of the network.
Proof: Follows from C153 and Theorem 6. •

VII. Conclusions

The Cube, Shuffle-Exchange, and PM2I networks
were implemented as both recirculating and multis-
tage networks. For each design, the amount of
hardware and delay were calculated. Pipelined
multistage networks were examined and compared to
combinational logic multistage networks.

A new multistage network, the Shuffle-No
Shuffle-Exchange, was introduced. It performs all
the permutations of an n-stage Shuffle-Exchange
network in the same time. It can also perform all
the permutations of a recirculating Shuffle-
Exchange network.

Partitioning interconnection networks for
reconfigurable SIMD machines was considered. It
was shown that pipelined and recirculating net-
works can be partitioned in the same way as their
combinational logic multistage counterparts.
Merging theorems were introduced which show that

any network which can be partitioned into 2n r

groups of 2r PEs in a multiple control environment
can be partitioned such that groups may be of
varying sizes of powers of two.
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