Time Utility Functions for Modeling and Evaluating Resource Allocations in a Heterogeneous Computing System

Luis Diego Briceño¹, Bhavesh Khemka¹, Howard Jay Siegel¹², Anthony A. Maciejewski¹, Christopher Groër³, Gregory Koenig³, Gene Okonski³, and Steve Poole³⁴

Colorado State University
¹ Department of Electrical and Computer Engineering
² Department of Computer Science
Fort Collins, CO 80523

Oak Ridge National Laboratory
³ Oak Ridge, TN 37830

Department of Defense
⁴ Washington, DC 20001

Abstract—This study considers a heterogeneous computing system and corresponding workload being investigated by the Extreme Scale Systems Center (ESSC) at Oak Ridge National Laboratory (ORNL). The ESSC is part of a collaborative effort between the Department of Energy (DOE) and the Department of Defense (DoD) to deliver research, tools, software, and technologies that can be integrated, deployed, and used in both DOE and DoD environments. The heterogeneous system and workload described here are representative of a prototypical computing environment being studied as part of this collaboration. Each task can exhibit a time-varying importance or utility to the overall enterprise. In this system, an arriving task has an associated priority and precedence. The priority is used to describe the importance of a task, and precedence is used to describe how soon the task must be executed. These two metrics are combined to create a utility function curve that indicates how valuable it is for the system to complete a task at any given moment. This research focuses on using time-utility functions to generate a metric that can be used to compare the performance of different resource schedulers in a heterogeneous computing system. The contributions of this paper are: (a) a mathematical model of a heterogeneous computing system where tasks arrive dynamically and need to be assigned based on their priority, precedence, utility characteristic class, and task execution type, (b) the use of priority and precedence to generate time-utility functions that describe the value a task has at any given time, (c) the derivation of a metric based on the total utility gained from completing tasks to measure the performance of the computing environment, and (d) a comparison of the performance of resource allocation heuristics in this environment.
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I. INTRODUCTION

In certain High Performance Computing systems, a common metric for evaluating the performance of the system and the scheduler is observing the system utilization. In a homogeneous computing system (where task execution times do not vary across machines), this metric intuitively makes sense because the execution time of a task will be the same on any machine to which it is assigned. However, a high utilization of a heterogeneous computing system (where task execution times may vary across machines) does not necessarily imply the system is being used in the most effective way. The question that needs to be answered in some heterogeneous environments becomes: How do we measure system performance?

This study presents a simulation of an oversubscribed computing environment with system characteristics and workload parameters based on the expectations for future environments of DOE and DoD interest. The performance of the target system is dependent on how many tasks are executed, how much useful work is done, and how timely this information is to the customer. In the target system, tasks can have several different levels of priority, i.e., how important is it for the task to be computed. Additionally, the precedence of a task indicates how quickly it loses utility. The value of higher precedence tasks decay more rapidly with time. The priority and precedence are used to create a time-utility function that calculates the utility a task will earn if it is completed at a specific time (e.g., [17], [33]). In our simulation studies, each dynamically arriving
task will belong to one of a fixed number of “utility characteristic classes,” and to one of a fixed number of “task execution types.” The utility characteristic class is used in conjunction with the priority and precedence of a task to generate a time-utility function [17] that specifies the utility a task will achieve based on when it completes. Task execution types are groups of tasks with similar computational characteristics. In our model, the workload consists of serial tasks (i.e., non-parallelizable) that are independent (i.e., there is no inter-task communication). A more detailed description of these task features are discussed in Section II-D.

In this paper, we use time-utility functions to measure and quantify the performance of the resource allocation heuristics in the system. In the target system, tasks arrive dynamically and the resource allocation heuristic does not know ahead of time when the next task will arrive, what utility characteristic class it will have, what the task’s priority will be, what task execution type it will have, and what the task’s precedence level will be. Therefore, a utility function for a specific task is only known after it arrives. In this study, the goal of the heuristics is to maximize the total system utility, which is the sum over all tasks of each task’s accrued utility (described in detail in Section II).

The contributions of this paper are: (a) a mathematical model of a heterogeneous computing system where tasks arrive dynamically and need to be assigned based on their priority, precedence, utility characteristic class, and task execution type, (b) the use of priority and precedence to generate time-utility functions that describe the value a task has at any given time, (c) the derivation of a performance metric based on the total utility gained from completing tasks, and (d) a comparison of the performance of resource allocation heuristics in this environment.

This paper is organized as follows. The next section is a description of the time utility functions. Section III explains the problem statement. Section IV gives a description of the resource allocation heuristics we used. A comparison of our work with other related work on time-utility functions is given in Section V. In Section VI, we describe how the simulations are structured. The results are shown in Section VII, and the conclusions are in Section VIII.

II. TIME UTILITY FUNCTIONS

A. Overview

Time-utility functions are created to quantify the utility of completing each task at a given time. This time utility function is based on priority, precedence, and utility characteristic class. These utility functions model the importance of tasks to the overall enterprise and are based on discussions with system designers. All the utility functions we consider are monotonically decreasing. However, in general, these utility functions can have any arbitrary shape. We do not use arbitrary shapes in an effort to avoid overwhelming the users by having them specify a utility value at any given point in time. Therefore, the goal is to use a small set of parameters that the users understand and that enables them to obtain the desired utility curve.

We designed the time-utility function framework used in this simulation environment to be flexible. Given that the characteristics of the tasks used in real systems are unknown, it is important to be able to create a large number of possible utility characteristic classes. While the precedence and priority determine the basic information about the utility function, the utility characteristic class allows us to fine tune the basic utility function to obtain the final utility function. This provides flexibility in our model.

B. Priority

The priority of a task is based on the importance it has to the organization. It is assigned to each task by the system owner in collaboration with the customer submitting the task. Each priority level has an associated maximum “utility” level that is used to compare tasks against others in different priority groups. The maximum “utility” of tasks with the same priority level is the same. We assume there are four priority levels (critical, high, medium, and low). The critical tasks are uncommon (less than 5% of tasks in our simulation study); however, the overall utility of the system is heavily influenced by the timely execution of these tasks. The other priorities are more common.

In our model, \( \pi_1 \) represents the maximum utility of critical priority tasks, \( \pi_2 \) the maximum utility of high priority tasks, \( \pi_3 \) the maximum utility of medium level tasks, and \( \pi_4 \) the maximum utility of low priority tasks. The difference among the maximum utility of priority levels is exponential, e.g., high priority can have a utility of 100 and medium priority a utility of 10.

C. Precedence

The precedence of a task is based on how soon the output of the task is needed. The precedence is represented by the “shape” of the “utility” function. The system uses four levels of precedence, where precedence level \( l \) indicates a faster decline in utility over time than level \( l+1 \). The precedence of a task is determined by the designer/programmer. In this study, we assume exponential decay rates, where \( \beta(L) \) represents the exponential decay rate of tasks with a precedence level of \( L \).
D. Utility Characteristic Class

The utility function associated with a task is based on the task’s precedence, priority, and utility characteristic class. For our study, there are four different utility characteristic classes.

Each utility characteristic class $i$ is composed of three different elements. The first element is the set of $\tau_i$ time intervals used to partition the time axis of the utility function. The start time for the $k$th interval, $t(k, i)$ is relative to the arrival time of that task.

The second element of a utility characteristic class $i$ is the percentage of maximum utility at the beginning of a time interval $k$, $u(k, i)$, where $0 < u(k, i) \leq 1$. The maximum utility for a utility characteristic class $i$ with priority $x$ in time interval $k$ is

$$u(k, i, x) = u(k, i) \cdot \pi(x)$$

(1)

The last element is a modifier $\Gamma(k, i)$ for the exponential decay in each time interval $k$ $(1 \leq k \leq \tau_i)$; in our studies, $0.8 \leq \Gamma(k, i) \leq 1.2$. The precedence decay modifier for a utility characteristic class $i$ with a precedence level of $\rho$ at an interval $k$ is therefore

$$\alpha(k, i, \rho) = \beta(\rho) \cdot \Gamma(k, i).$$

(2)

For task $h$, let $x \in \{\text{critical}, \text{high}, \text{medium}, \text{low}\}$ represent the priority level, $\rho \in \{1, 2, 3, 4\}$ represent the precedence level, and $i$ represents the utility characteristic class. The utility of this task at time $t$ (which is relative to the arrival time of task $h$), where $t(k, i) \leq t \leq t(k + 1, i)$ is

$$U_{i, \rho, x}(t) = \frac{u(k, i, x) - u(k + 1, i, x)}{e^{\alpha(k, i, \rho)(t \cdot (1 - t(k, i)))}} + u(k + 1, i, x).$$

(3)

An example of the utility functions for different precedence levels is shown in Figure 1. The utility function shown in Figure 1(a) has five intervals, while Figure 1(b) only has one interval.

E. Model of Environment

The target system simulated here has $M$ heterogeneous machines ($M = 100$) and 10,000 tasks. In our simulation study, we consider two types of machines: general purpose and special purpose machines. The general purpose machines are capable of running most tasks but do not offer significant advantages in execution time. In contrast, the special purpose machines can execute a few tasks with a significant improvement in execution time. In this simulation environment, we assume that tasks cannot be preempted.

For each task execution type $i$, we assume that an Estimated Time to Compute on each machine $j$ has been provided, denoted $ETC(i, j)$. The generation of ETC values for our simulation is explained in Section VI-B. The relative values of the entries in the ETC matrix represent how “heterogeneous” the environment is. This assumption is common in the literature (e.g., [3], [10], [12], [19], [22], [37], [42]).

In this environment, the workload consists of a small set of task execution types. Therefore, it is reasonable to collect information about the running times of these task execution types. We assume that the initial ETC values can be determined by doing experiments, and then refined as the scheduler accumulates historical data.

Due to the nature of special purpose machines in our study, certain tasks cannot execute on some machines. In our simulation model, if task $h$ cannot execute on machine $j$ then $ETC(h, j) = \infty$.  

---

(a) Utility function that is composed of five different time intervals is illustrated.

(b) Utility function that consist of one time interval is illustrated.

Fig. 1. Examples of time-utility functions for different precedence levels for a utility characteristic class $i$ are shown.
F. Performance Metric

Let \( t_{\text{finished}}(h) \) represent the time when task \( h \) finishes executing, \( U_{h \rightarrow i, \rho, x}(t_{\text{finished}}(h)) \) represent the utility that task \( h \) obtained, and \( \Omega(t) \) represent the set of tasks that have finished execution by time \( t \). The measure of performance (system utility) in this heterogeneous computing system is defined as

\[
u_{\text{system}}(t) = \sum_{h \in \Omega(t)} U_{h \rightarrow i, \rho, x}(t_{\text{finished}}(h)). \tag{4}\]

III. Problem Statement

In this study, we evaluate the performance of different resource allocation heuristics in the computing system environment described in Sections I and II. The goal of each heuristic is to maximize the performance metric described in Equation 4. We evaluate the heuristics considering two types of heterogeneous environments: inconsistent and partially-consistent (defined in Section VI-B), and two different arrival rates.

IV. Heuristics

A. Types of Dynamic Mode Heuristics

There are several types of dynamic mode (also known as online [25]) heuristics in the literature. The two types we consider in this study are the immediate mode and batch mode heuristics [30]. The immediate mode heuristics assign incoming tasks to machines as soon as they arrive, and their assignment is never changed.

For batch mode heuristics, there is a virtual queue of tasks that is composed of tasks that have arrived but are not pending or currently executing (as shown in Figure 2). This virtual queue is stored at the scheduler. Tasks that are in the virtual queue can be reassigned in subsequent mapping events. This contrasts with tasks that are pending or executing that cannot be reassigned in subsequent mapping events. These batch mode heuristics execute periodically after a given time interval (i.e., one minute in this simulation study). The batch mode heuristics gather incoming tasks before allocating these tasks and any tasks in the virtual queue to machines.

In this study, we do not allow a task to be preempted. The optimal use of preemption adds to the complexity of the scheduling system. Additionally, the use of batch mode heuristics will minimize the advantage gained by preemption tasks. In future studies, it may be possible to incorporate preemption to maximize the total system utility.

B. Immediate Mode Heuristics

1) Round Robin

The Round Robin assigns the first task that arrives for a mapping event to the first machine, the second task to the second machine, and so on. The algorithm for this heuristic is given in Figure 3.

2) Random

As the name suggests, the Random heuristic randomly assigns an incoming task to some machine. The procedure used for the Random heuristic is shown in Figure 4. The Round Robin and the Random heuristic are used as baseline heuristics for comparison purposes.

3) Maximum Utility

The Maximum Utility heuristic is a greedy heuristic that picks the machine that will obtain the highest utility for each task. For this task, the machine that obtains the maximum utility will also have the earliest completion time. Therefore, this heuristic is similar to the Minimum Completion Time (MCT) heuristic [5]–[7], [16], [30], [31], [35], [38]. The procedure used to assign tasks with the Maximum Utility heuristic is shown in Figure 5.

The Maximum Utility heuristic takes into consideration not only the execution times of the task \( h \) on the machines but also the ready times of the machines (when a machine will complete all tasks already assigned to it). Once an assignment has been made, the machine ready time of that machine is updated. The tasks are considered for mapping in the order of their arrival. The drawback of this heuristic is that there is no guarantee that tasks will be assigned to the machines with their fastest execution times (versus earliest completion time).

4) Minimum Execution Time (MET)

The Minimum Execution Time heuristic [5]–[7], [16], [30], [31] is a greedy heuristic that assigns the current task to the machine that executes it the fastest. The tasks are considered for assignment in the order of their arrival, and each task is assigned to the machine that can execute it the quickest. This heuristic is sometimes referred to as “user directed assignment” because the users will want their program to run on the fastest
(1) Let count be a counter using for assigning tasks to machines, and set its initial value to one.
(2) Consider next task h that just arrived.
(3) If task h can execute on machine \( (\text{count} \mod M) + 1 \), then assign task h to \( (\text{count} \mod M) + 1 \).
(4) If task h cannot execute on machine \( (\text{count} \mod M) + 1 \), then increase count until task h is able to execute. Thus, machines that are skipped in this step must wait until the next pass through the list of machines to have a task assigned to it.
(5) \( \text{count} = \text{count} + 1 \), for the next mapping event.
(6) Go to step (2).

**Fig. 3.** Procedure for using the Round Robin heuristic to generate a resource allocation.

(1) Consider task h that just arrived and the set of machines that can execute h.
(2) Assign task h to a randomly selected machine from the set of machines that can execute it.

**Fig. 4.** Procedure for using the Random heuristic to generate a resource allocation.

(1) Consider task h that just arrived.
(2) Assign task h to the machine that can obtain the highest utility.
(3) Update the machine ready time.

**Fig. 5.** Procedure for using Maximum Utility heuristic to generate a resource allocation.

The procedure for the Minimum Execution Time heuristic is shown in Figure 6. The Minimum Execution Time heuristic only considers the execution times for the task on the machines and ignores the ready times of the machines (earliest time when that task can begin execution on that machine). The drawback of Minimum Execution Time is that it can lead to only a few machines being used, and this can lead to long queues on fast machines.

5) K-percent Best

The K-percent Best algorithm [1], [6], [7], [13], [23], [30], [31] combines both the MET and the Maximum Utility heuristics by choosing machines based on both these heuristics. When a new task arrives, the K-percent Best algorithm picks a machine in two stages. In the first screening process, it picks K-percent of the best machines \( (M \cdot K/100) \) that give the lowest execution times among all the machines. In the next step, among the machines chosen in the first step, it picks the machine that gives the maximum utility. In this way, K-percent Best picks a machine that is partially an MET machine and partially a Maximum Utility machine as well. The K parameter controls the extent to which the K-percent Best algorithm is biased toward the MET or the Maximum Utility machine. For example, if K is set to 100 then in the first stage all the machines would be selected and the result of K-percent Best would be to choose the maximum utility machine. However, if K is set to 100/M, then in the first stage only one machine is picked and that is the MET machine. The procedure for the K-percent Best heuristic is shown in Figure 7.

C. Batch Mode Heuristics

1) Min-Min Completion Time

The Min-Min heuristic [6], [7], [11], [13], [16], [18], [21], [23], [24], [30], [35], [36], [38], [41] is a two phase greedy heuristic. In the first phase, it independently finds the minimum completion time machine for every task. In the next phase, for every task-machine pair found in the first phase, it picks the pair that has the earliest completion time (second Min). It then assigns that task to that machine. The procedure used to implement Min-Min Completion Time is shown in Figure 8.

2) Max-Max Utility

The Max-Max heuristic [7], [23], [31], [38] is similar in principle to the Min-Min heuristic. The only difference is that we maximize the utility in each of the two phases. The procedure for Max-Max Utility is shown in Figure 9.

3) Sufferage

The Sufferage heuristic [4], [6], [8], [11], [14], [18], [21], [23], [24], [30], [32], [34], [35], [40] attempts to maximize the utility earned by assigning every task to the machine that would give the highest utility, but when multiple tasks want the same machine it gives preference to the task that would “suffer” the most if it were not assigned to that machine. If \( \text{max}_u(h) \) is the best obtainable utility of task h, and \( \text{smax}_u(h) \) is the second highest utility obtainable for task h, then the sufferage value (suff) is \( \text{suff} = \text{max}_u(h) - \text{smax}_u(h) \). The procedure of the Sufferage heuristic is described in Figure 10.

V. RELATED WORK

The authors in [17] present a system where processes are running on a simulated, symmetric, shared-memory...
Consider task \( h \) that just arrived.

Assign task \( h \) to the machine with the smallest estimated time to compute.

**Fig. 6.** Procedure for using the Minimum Execution Time (MET) heuristic to generate a resource allocation.

Consider task \( h \) that just arrived.

Determine the \( K \)-percent fastest execution time machines for task \( h \).

From this set of \( K \)-percent best machines, assign \( h \) to the machine that can obtain the highest utility.

Update the machine ready time.

**Fig. 7.** Procedure for using the K-percent Best heuristic to generate a resource allocation.

Make a set composed of the unmapped tasks.

For each task \( h \) in the set of unmapped tasks, determine the machine that has the minimum completion time.

From the task/machine pairs found in (2), determine the task/machine pair (task \( h \), machine \( j \)) with the overall smallest completion time.

Assign task \( h \) to machine \( j \), and update the machine ready time.

Remove \( h \) from set of unmapped tasks.

Repeat steps 2 through 5 until all tasks are mapped.

**Fig. 8.** Procedure for using the Min-Min Completion Time heuristic to generate a resource allocation.

Make a set composed of the unmapped tasks.

For each task \( h \) in the set of unmapped tasks, determine the task/machine pair that obtains the maximum utility time.

From the machine found in (2), determine the task/machine pair (task \( h \), machine \( j \)) with the overall maximum utility time.

Assign task \( h \) to machine \( j \), and update the machine ready times.

Remove \( h \) from set of unmapped tasks.

Repeat steps 2 through 5 until all tasks are mapped.

**Fig. 9.** Procedure for using the Max-Max Utility heuristic to generate a resource allocation.

multi-processor (SMP) with one to four processing elements. Examples of the systems using the time-utility function shapes defined in [17] can be found in [27] and [28]. Similar to our model, [17] associates a value function with every process that specifies the value that will be earned by the system if it completes execution of that process at any given moment. Every process has a request time associated with it that gives the time from which the process is available for execution. The request time can be in the future, which makes that process unschedulable at this instant, but the scheduler can consider these times to make current scheduling decisions. This is different from our model, where we assume that the scheduler has no prior knowledge of the arrival time of the tasks. Moreover, in [17] the processes can be either periodic or aperiodic, whereas in our case we only model aperiodic tasks. The authors in [17] use four different shapes for the value functions, including an exponential decay model. They present two new algorithms that make decisions based on value density (value divided by processing time). Their simulations show that these algorithms did better than basic scheduling algorithms that consider either only deadline or only execution times. The authors in [17] consider homogeneous processing elements, while we consider a heterogeneous system. We do not use value density for guiding decisions (as done in [17]) of our heuristics because this metric makes sense only in the homogeneous environment of [17] as opposed to our heterogeneous environment.

In [9], the authors consider the problem of scheduling a set of non-preemptive and mutually independent tasks on a single processor. Associated with each task is a Time Value Function, that gives the contribution each task will provide at its completion time. Each task has a soft and a hard deadline. The contribution of a task stays constant at its highest value up to its soft deadline. Beyond its hard deadline, the contribution of a task is zero. Between the soft and the hard deadline, the contribution value of a task falls from its highest value to zero. The aim of the problem is to sequence the set of tasks to the single processor in an order that maximizes the cumulative contribution from the whole task set. Thus, while [9] maximizes the total utility earned, the environment of a single processor versus our environment of a heterogeneous distributed system makes solution techniques quite different for the two cases.
In [20], the authors consider a single-processor real-time system. They use analytical methods to create performance features that they then optimize. In their model, they represent the utility that a completed job will earn by using time-utility functions. The time-utility functions have non-zero values between the arrival time and the deadline of the jobs. Unlike our model, where every task can have a different shape for its time-utility function, [20] models a system wherein all jobs have the same shape for their time-utility functions. As mentioned before, solution techniques become significantly different when working with single-processor systems (as considered in [20]) as opposed to working with heterogeneous systems with multiple processors (as considered in our model).

Having fixed time-utility function shapes for various jobs might not be an accurate representation of reality. The authors of [26] point out that every user has their known agenda and as a result, every job that they submit should accurately have a time-utility function tailor-made for their needs. This study considers a homogeneous computing system. They propose a model wherein, when High Performance Computing users submit their jobs, they draw out a time-utility function based on their needs. It is up to the users to decide how accurately they want to model the time-utility functions. Thus, similar to our model, the time-utility functions in [26] usually have time intervals (of varying lengths) and different decay rates within each of these intervals. The authors then propose a genetic algorithm for scheduling with the objective of maximizing the total accrued utility. This genetic algorithm has an average execution time of 8,900 seconds. For the purposes of our work in which scheduling decisions must be made at much smaller intervals (e.g., 30 seconds or less), the direct approach employed in the paper is not suitable. Furthermore, in our study, we assume a heterogeneous computing system, and we incorporate the concept of precedence and priority as scale and shape factors to modify the utility function.

The authors in [39] apply time-utility functions to represent the utility that is earned based on the transmission duration for packets between hosts. Each host can send a packet from a given set of possible packets. Each packet has a time-utility function associated with it, and a utility is earned based on the time duration of the transmission. The goal is to maximize the aggregate accrued utility over the arrival of all packets to their respective destinations. Similar to our model, they consider only uni-modal (non-increasing) time-utility functions. They consider six time-utility functions in their study: step, soft-step, linear, exponential, quadratic, and composite. In the study, the authors define a concept that they call “critical times” that is similar to our definition of time intervals. However, before the first “critical time” the utility is at its maximum, and then it drops to zero at the second time interval. In our study, we consider a High Performance Computing system (not packet transmission). Additionally, we have a system where the completion of some tasks is significantly more important than other tasks. We incorporated this priority and precedence information as scale and shape modifiers of general time utility functions.

In [29], the authors apply time-utility functions to model the utility obtained when a thread successfully completes execution on a QNX Neutrino real-time operating system (with a single processor). In our study, we apply utility functions to a heterogeneous High Performance Computing system with thousands of processors. A “task” in our paper is equivalent to a “thread” in [29]. In contrast to our model, they incorporate preemption of threads. In addition, unlike our model, where the utility of function of a task may decrease over time, they have non-real-time threads whose time-utility function is set to a constant value in order to represent threads that do not have time-constrained activity.

There are also utility functions that vary as a function of the Quality of Service (QoS) associated with the output. For example, a video conferencing task can have multiple utilities associated with the different levels of QoS. The utility gained from executing this task with less quality, e.g., lower bandwidth, would be less than the utility gained from executing it with a higher quality, e.g., higher bandwidth. In [15], the authors explore the
use of utility functions for highly configurable tasks in dynamic real-time systems, i.e., phased-array radars. In this research, the utility a task gains upon completion is not dependent on the completion time. In [15], the utility of a task is based on “QoS dimensions.” These dimensions represent an aspect of task quality that is of direct relevance to the user, e.g., a level of audio compression. This type of QoS based utility function is significantly different from our time-utility based functions.

VI. SIMULATION TRIAL SETUP

A. Generation of Simulation Trials

The target system simulated here has two different types of heterogeneity (partially-consistent and inconsistent), and two different arrival rates (normal and fast). For each of these arrival rates and heterogeneities, 100 different trials are generated.

Each simulation trial has $M = 100$ heterogeneous machines and 10,000 dynamically arriving tasks (from ten different task execution types and four different utility characteristic classes). The ETC matrix, for each trial, will be composed of 100 columns to represent the machines and ten rows for each different task execution type. The procedure for generating the ETC matrices is described in Section VI-B.

The priority, precedence, task execution type, and utility characteristic class for the $i^{th}$ task will in general vary from one trial to another, i.e., the properties are assigned independently for each trial. All the simulation trials (both inconsistent and partially-consistent) use the same four utility characteristic classes. The method used to assign arrival times, precedence, and priorities to tasks is described in Section VI-C.

B. Generation of Estimated Time to Compute Matrices

The ETC values are generated using a modified version of the procedure described in [2]. The difference between [2] and how we generate the ETC values is the use of the trimodal and bimodal distributions instead of a single gamma distribution. We use a trimodal distribution (as shown in Figure 11(a)) to generate ETC values for a task that executes significantly faster on special purpose machines, and a bimodal distribution (as shown in Figure 11(b)) for a task that can execute well across multiple machines.

Consider tasks that can make use of some of the special purpose machines. In Figure 11(a), the first mode is a gamma distribution that represents the execution time of a task on special purpose machines. The second mode is a gamma distribution used to represent the execution time of a task on most machines. In the third mode, a pulse is used to represent the execution time of a task on machines that cannot execute it (i.e., a machine not capable of executing that particular task).

A bimodal distribution is used to generate an ETC value for tasks that do not benefit from executing on special purpose machines. The first mode of the bimodal distribution in Figure 11(b) is used to generate the ETC value of a task on a machine that can execute it (similar to the second mode of Figure 11(a)). While, the second mode is used to represent the execution time of a task on a machine that cannot execute it (similar to the third mode of Figure 11(a)). That is, the second mode represents special purpose machines for which these tasks cannot execute (e.g., a C++ program executing on a Java machine).

Approximately one-tenth of the task execution types can use special purpose machines that can execute them very quickly. For these task execution types that execute significantly quicker on special purpose machines, the probability of using the first mode in Figure 11(a) is 5%, the probability of the second mode is 85%, and the probability that a machine cannot execute that task is 10%. For the remaining task execution types, the first mode has a probability of 90%, and the second mode has a probability of 10%.

ETC matrices generated for this simulation represent two different types of actual heterogeneity: inconsistent and partially-consistent. An inconsistent matrix is one where if any task $t_i$ has a lower execution time on machine $x$ than machine $y$, then nothing can be inferred about the relative performance of a task $t_j$ on machine $x$ versus machine $y$. For a partially-consistent ETC matrix within a consistent sub-matrix, if $t_i$ has a lower execution time on machine $x$ than machine $y$ (both $x$ and $y$ are part of the consistent sub-matrix), then the same is true for any $t_k$ within the sub-matrix. For the partially-consistent matrices simulated here, the consistent sub-matrix was 50% of the task execution types and 50% of the machines. For this study, 100 different ETCs were generated for each type of consistency.

In our study, the following procedure and parameters are used to generate the ETC values. The methodology for generating the value is similar to [2]; however, there are a few differences. For each task execution type using a mean estimated computation time of ten minutes and task coefficient of variation of 0.1, we sample a gamma distribution to obtain a mean for a specific task execution type.

C. Generation of Arrival Rate, Utility Characteristic Class, Precedence, and Priority for each Task

The arriving task has several characteristics that are determined stochastically for the purpose of our simulation. The first characteristic is the arrival time. The
Fig. 11. The illustrations represent the trimodal and bimodal distributions used to generate the ETC matrices for our simulations. The percentages for the different modes represent the probability of sampling that mode. (a) A trimodal distribution is used to generate the ETC values for the tasks that can run faster on special purpose machines. (b) A bimodal distribution is used to generate the ETC values for the tasks that do not benefit from special purpose machines.

Fig. 12. The four different utility characteristic classes in medium priority and precedence level four (lowest).

![Fixed precedence and priority](image)

**Table I**

<table>
<thead>
<tr>
<th>Priority</th>
<th>Precedence</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical</td>
<td></td>
<td>2%</td>
<td>2%</td>
<td>0.05%</td>
<td>0%</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td>3.45%</td>
<td>5%</td>
<td>1.5%</td>
<td>3%</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>0%</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>0%</td>
<td>0%</td>
<td>20%</td>
<td>33%</td>
</tr>
</tbody>
</table>

The joint probability matrix showing the distribution of tasks across the pairs of possible precedence levels and priority levels.

interarrival times of these tasks follow a Poisson distribution. Therefore, the length of the time interval between the arrival of tasks is an exponential random variable. The mean of this random variable is 5.4 seconds for the normal arrival rate and 4.2 seconds for the fast arrival rate. These arrival rates were selected in conjunction with the mean execution time to ensure the system is oversubscribed.

The next characteristic that needs to be determined is the utility characteristic class. There are four different classes in this study, and each class has an equal probability of being selected. The corresponding parameters of a utility characteristic class (time intervals, utility at the beginning of the interval, and decay rate modifier) are representative of workloads anticipated in future computing environments of DOE and DoD interest. Figure 12 shows the utility functions for four different utility characteristic classes with a critical priority and a precedence level four.

The precedence and priority of a task were selected using a matrix that represents joint probabilities of a precedence at a given priority level. An example of this table is shown in Table I. In this figure, for example, a task has a 2% probability of having a “critical” level priority and precedence level of one ($\rho(\text{priority} = \text{critical}) \cap \text{precedence} = 1) = 2\%$). For this study, the maximum utility values for each priority level are $\pi_1 = 1000$, $\pi_2 = 100$, $\pi_3 = 10$, and $\pi_4 = 1$. The values used for precedence decay are $\beta_1 = 0.6$, $\beta_2 = 0.2$, $\beta_3 = 0.1$, $\beta_4 = 0.01$.

**VII. Results**

A comparison between the simulation results with an arrival rate of 11.1 tasks per minute (Figure 13) and 14.3 tasks per minute (Figure 14) show the advantage of using batch mode heuristics in a highly oversubscribed environment. The main difference between the results shown in Figures 13 and 14 is that the performance of the immediate mode heuristics degrades much more
than the performance of the utility-based batch mode heuristics.

The inconsistent heterogeneity results show that the best performing heuristics are Sufferage and Max-Max Utility. Results from the partially-consistent heterogeneity show very similar relative performance among heuristics compared to the inconsistent heterogeneity results with both arrival rates. In all the results, the Sufferage has overlapping confidence intervals with Max-Max Utility. The Sufferage heuristic runs slower than the other heuristics (see Table II). In general, as shown in Table II, the immediate mode heuristics execute in less than one millisecond, while the batch mode heuristics utility based heuristics can take from 200ms to 500ms. This difference could become more significant if we consider a larger system.

The performance of the best immediate mode heuristics is not as good as the utility-based batch mode heuristics. The best performing immediate mode heuristics are the Maximum Utility and $K$-percent Best heuristics, which have an average utility of approximately 135,000 units for the results with an arrival rate of 11.1 tasks per minute. The best performing batch heuristics are on average 23% of the maximum possible system utility if the system is not oversubscribed, i.e., the sum of the maximum utility value of all 10,000 tasks. The Minimum Execution Time heuristic performs poorly because there are only 10 task execution types; therefore, the system only has 10 minimum execution time machines and the other $M - 10 = 90$ machines are never used.

The simulation results with an arrival of 14.3 tasks per minute (Figure 14) show how important it is to keep tasks in the virtual queue if the system is very oversubscribed. The performance at 14.3 tasks per minute degrade for all heuristics; however, the performance of utility-based batch mode degrades by approximately 7% while the performance of immediate mode heuristics degrade by approximately 50%. The utility-based batch mode heuristics are better at scheduling critical and high priority tasks when the system is oversubscribed, because they can ignore lower priority tasks in favor of higher priority tasks. Therefore, they are able to outperform the immediate mode heuristics that are forced to allocate all tasks as they arrive.

VIII. CONCLUSIONS

The primary goal of this study is to define a general model of task-based time-utility functions and overall system performance. Although our model is based primarily on guidance from ESSC customers, we believe the model is sufficiently flexible to be useful in other environments as well. The second goal is to design and evaluate heuristics that can be used to derive resource allocations that attempt to maximize this system performance measure. The results show that the performance of the the Sufferage and Max-Max heuristics are better than the other heuristics considered in this study. In this simulation environment, heuristic execution times are
significantly higher for the batch mode heuristics than for immediate mode heuristics. We intend to observe how these times change as the system scales.

Possible future work includes using stochastic estimates of execution time, avoiding task starvation by implementing a penalty function, varying the size of the partially consistent sub-matrix, incorporating hard deadlines, considering additional heuristic approaches, incorporating energy consumption in the system model, using wall clock completion times in addition to completion times that are relative to arrival times, allowing parallel and dependent tasks (i.e., tasks modeled as directed acyclic graphs), permitting preemption, and implementing these heuristics in an existing scheduler within the ESSC.
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