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Abstract

Providing efficient workload management is an important issue for a large-scale heterogeneous distributed computing environment where a set of periodic applications is executed. The considered distributed system is expected to operate in an environment where the input workload is likely to change unpredictably, possibly invalidating a resource allocation that was based on the initial workload estimate. The tasks consist of multiple application strings, each made up of an ordered sequence of applications. There are quality of service (QoS) constraints that must be satisfied for each string. This work addresses the problem of finding a robust initial allocation of resources to application strings that is able to absorb some level of unknown input workload increase without rescheduling. An allocation feasibility analysis is presented followed by four heuristics for finding a near-optimal allocation of resources. The performance of the proposed heuristics is evaluated and compared using simulation. The proposed heuristics also are compared to a mathematically derived upper bound.

1. Introduction and Problem Statement

The Adaptive and Reflective Middleware Systems (ARMS) program supported by DARPA includes designing an efficient resource allocation capability for a Total Ship Computing Environment (TSCE). One objective of this research program, which is a collaborative effort of many technology developers, is to investigate the problem of robust resource allocation in this class of heterogeneous computing systems. In this paper, we consider a subset of the actual TSCE and application model being examined in ARMS.

The TSCE consists of a set of heterogeneous machines, heterogeneous network links, continuously running periodic applications, and a number of quality of service (QoS) constraints that must be satisfied during the operation of the system. Generally, the TSCE system operates in an environment that undergoes unpredictable changes, e.g., in the system input workload, which may cause QoS violations. Therefore, even though a good initial allocation of resources to applications may ensure that no QoS constraints are violated when the system is first put into operation, dynamic mapping approaches may be needed to reallocate resources during execution (e.g., [22, 26]).

Two different resource allocation schemes were considered in this work. Partial resource allocation occurs when some part of a given set of applications considered for mapping cannot be allocated due to limited system resources or QoS constraint violations. In contrast, complete resource allocation takes place in a system that has enough resources to accommodate all applications considered for mapping without violation of any of the imposed QoS constraints. The goal of this work is to find the “best” static initial mapping (i.e., one found during an offline planning phase) of applications to computing and networking resources, which maximizes the “total worth” of the system’s performance and the system’s capacity to absorb
The development of heuristic techniques to find near-optimal solutions for resource allocation problem is an active area of research (e.g., [1, 6, 7, 17, 25, 28, 30]). For the intended distributed system, the contributions of this work include developing a method to analyze the feasibility of an allocation, quantifying the performance goal, designing and developing heuristics for mapping the applications to resources, optimizing the performance goal, evaluating the relative performance of these heuristics, and deriving mathematical bounds in performance.

The reminder of this paper is organized in the following manner. Section 2 develops models for the applications and hardware platform. Sections 3 and 4 present a quantitative basis for the feasibility analysis and performance measure for a given resource allocation, respectively. Four heuristics to solve the problem mapping problem are described in Section 5, followed by the simulation setup in Section 6. A mathematical model for finding performance upper bounds in different simulation scenarios is provided in Section 7. The simulation experiments and performance evaluation of the heuristics are discussed in Section 8. A sampling of some related work is presented in Section 9. Section 10 concludes the paper.

2. System Model

The overall TSCE system is composed of a number of heterogeneous computational resources distributed across a shipboard environment and connected by a communication network. Details behind the real communication network are outside the scope of this paper, where its functionality is modeled via all possible independent virtual point-to-point communication routes, each characterized by a maximum available bandwidth. The existing networking technologies can enforce that communication model through resource reservations at system initialization time. Each machine in the system is capable of multitasking. Similarly, a given communication route is shared among multiple active data transmissions traversing that communication route.

In the TSCE system, a string is defined as a continuously executing sequence of applications connected in precedence order by specified data transfers. Data is received by a string from other strings or from sensors with a fixed period. The output produced by the string serves as an input to other application strings or to actuators.

Let $S^k$ be the $k^{th}$ string, specified by a sequence of $n_k$ applications: $S^k = a^k_1, a^k_2, \ldots, a^k_{n_k}$. To model the importance each string represents in the system, for each $k$, the $k^{th}$ string is preassigned one of three possible values, $I[k] \in \{1, 10, 100\}$. Let $P[k]$ be the period associated with string $S^k$, where each $a^k_i$ must execute once each period. The minimum throughput constraint states that the computation time of any application or the time of any inter-application data transfer in $S^k$ is required to be no larger than $P[k]$.

For each string $S^k$ the maximum end-to-end latency constraint $L_{\text{max}}[k]$ is specified as a limit on the total amount of time for a given data set to be sequentially processed by string $S^k$. Assuming that the resource allocation for string $S^k$ is made, let $m[i,k]$ denote the machine to which application $a_i^k$ is assigned. Let $t_{\text{comp}}^k[i]$ be the estimated computation time for application $a_i^k$ for each data set (executing on $m[i,k]$). Let $t_{\text{trans}}^k[i]$ be the estimated transfer time required to send output of size $O^k[i]$ from application $a_i^k$ (on $m[i,k]$) to application $a_{i+1}^k$ (on $m[i+1,k]$) within string $S^k$. A typical allocation of string $S^k$ in the system is illustrated in Figure 1 below.

![Figure 1. The string model. Rectangles denote applications in the string and the machines where they execute. The arrows represent output data transfers within the string.](image)

Mathematically, for a given resource allocation for a string, the aforementioned constraints are satisfied if:

1 In the final ARMS system, computational resources will be divided into pools; in this paper, we assume each pool consists of one machine.
2 The final ARMS program may include DAGs of applications.
If these constraints are satisfied for an allocation, the allocation is said to be feasible. Because both machines and communication routes are assumed to be shared, \( t_{\text{comp}}^k[i] \) and \( t_{\text{tran}}^k[i] \) will depend on the level of sharing—i.e., the number of applications assigned to a computational resource and currently active, or the number of current data transfers assigned to a communication route. Furthermore, these values will depend on how an application or a data transfer is prioritized by a machine’s or network’s local scheduler with respect to all other applications or data transfers that share this computation or communication resource.

3. Allocation Feasibility Analysis

To validate the feasibility of resource allocations produced by the proposed heuristics, the following two-stage feasibility analysis was developed. The first-stage analysis verifies whether the overall utilization of both computation and communication resources is below the full system’s capacity.

Two parameters are used in the TSCE environment to specify the workload imposed by each application on a particular machine: the nominal execution time and the nominal CPU utilization. The nominal execution time \( \hat{T}^k[i,j] \) is the time required by application \( a_i^k \) in string \( S^k \) to process a data set when \( a_i^k \) is the only application executing on machine \( j \).

Hence, \( t_{\text{comp}}^k[i] \) is the only application executing on machine \( j \). The nominal CPU utilization \( \hat{u}^k[i,j] \) is the average CPU utilization of machine \( j \) during that execution. The product \( \hat{T}^k[i,j] \times \hat{u}^k[i,j] \) can be interpreted as the fixed amount of CPU work required for application \( a_i^k \) to process a data set on machine \( j \). This fixed amount of CPU work can be performed in many different ways. For example, if only half of \( \hat{u}^k[i,j] \) is allocated, then the execution time required to accomplish the same fixed amount of CPU work is twice \( \hat{T}^k[i,j] \).

Let the conditional \( \mathbf{1}(\text{condition}) \) function be defined by:

\[
\mathbf{1}(\text{condition}) = \begin{cases} 
1 & \text{if condition is true;} \\
0 & \text{otherwise.}
\end{cases}
\]

If \( A \) strings are allocated in the system then the overall machine utilization \( U_{\text{machine}}[j] \) is computed as:

\[
U_{\text{machine}}[j] = \sum_{k=1}^{A} \sum_{i=1}^{n_k} \left( \frac{\hat{T}^k[i,j]}{P[k]} \times \hat{u}^k[i,j] \times \mathbf{1}(m[i,k] = j) \right)
\]

The term \( \frac{\hat{T}^k[i,j]}{P[k]} \times \hat{u}^k[i,j] \) provides the average CPU utilization allocated for application \( a_i^k \) over \( P[k] \). This is the minimum average CPU utilization that allows \( a_i^k \) to complete processing without a throughput constraint violation. The sum of such minimum CPU utilizations across all the applications executing on \( j \) determines the overall machine utilization.

If \( w[j_1,j_2] \) denotes the total bandwidth of communication route from machine \( j_1 \) to machine \( j_2 \), the overall communication route utilization \( U_{\text{route}}[j_1,j_2] \) is:

\[
U_{\text{route}}[j_1,j_2] = \frac{1}{w[j_1,j_2]} \times \sum_{k=1}^{A} \sum_{i=1}^{n_k} \left( \frac{O^k[i]}{P[k]} \times \mathbf{1}(m[i,k] = j_1 \& m[i+1,k] = j_2) \right)
\]

The term \( \frac{O^k[i]}{P[k]} \) can be interpreted as the minimum average bandwidth allocated to application \( a_i^k \) for output transfer over \( P[k] \) that allows it to be completed without a throughput constraint violation.

For a given allocation, the result of the first-stage analysis is considered satisfied if the computed utilization value is no larger than one for each machine and each communication route.

The second-stage analysis focuses on checking the throughput and end-to-end latency constraints for each allocated string and relies on an assumption that scheduling at the machine level is carried out based on the “relative tightness” of a string. Relative tightness \( T[k] \) is the ratio of the total time required for a data set to be processed by string \( S^k \) (no sharing assumed on computation and communication resources) to the end-
to-end latency constraint $L_{\text{max}}[k]$ specified for this application string, determined as:

$$T[k] = \frac{1}{L_{\text{max}}[k]} \times \left[ T^k[n_k,m[n_k,k]] + \sum_{i=1}^{n_k-1} \left( T^k[i,m[i,k]] + O^k[i] \right) \right]$$

Assume that the local scheduling policy is based on the rule that applications and data transfers with higher relative tightness values are given higher execution priorities and will be scheduled first. This analysis can be modified if a different scheduling policy is used. Without loss of generality, assume that the $T[k]$ values are distinct.

To provide insight into the method of computing $t_{\text{comp}}^k[i]$, consider the example, depicted in Figure 2, with three possible cases of CPU sharing on machine $j$. Two applications $a_1^1$ and $a_1^2$, illustrated in this example, belong to different strings (1 and 2) and share CPU resources of machine $j$. To capture the worst-case overlap between processes, periods $P[1]$ and $P[2]$ are lined up at their beginnings, and each application receives an input at the beginning of its period. Suppose that string 1 (to which application $a_1^1$ belongs) is relatively tighter than string 2. Based on the local scheduling policy, application $a_1^1$ has a higher execution priority for the CPU than application $a_1^2$. As a result, $a_1^1$'s estimated computation time is not affected by CPU sharing—i.e., $t_{\text{comp}}^1[1] = T^1[1,j]$.

The simplest case of overlap is illustrated in case (1) in Figure 2. Strings 1 and 2 have the same periods, and $a_1^1$ and $a_1^2$ are able to utilize 100% of the CPU, i.e., $T^1[1,j] = T^2[1,j] = 1$. Taking into account the delay caused by the execution of application $a_1^1$, the estimated computation time for application $a_1^2$ can be found as $t_{\text{comp}}^2[1] = T^2[1,j] + T^1[1,j]$. Thus, $a_1^2$ must wait for a time interval of $t_{\text{comp}}^1[1]$ before it can begin executing for each period.

Now suppose that applications $a_1^1$ and $a_2^1$ have different periods, while all other parameters remain the same. For example as shown in case (2), $P[1]$ is twice $P[2]$. Note that the processing of only every other data set of application $a_2^2$ is delayed now. Therefore, the average waiting time for application $a_2^2$ in this case becomes affected by the ratio of $P[2]$ to $P[1]$, and can be expressed as $P[2]/P[1] \times T^1[1,j]$.

Figure 2. Three possible cases of data set processing overlaps resultant from CPU sharing between applications $a_1^1$ and $a_2^1$. Application $a_1^1$ has a higher execution priority than application $a_2^2$. 
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In case (3), applications execute under the same conditions as in case (2), except that application \( a_1 \) is able to utilize at most 50% of the CPU on average, i.e., \( \bar{u}_s[1,j] = 0.5 \). This fact allows part of application \( a_1^2 \) to execute concurrently with \( a_1^1 \) by utilizing the remaining 50% of the CPU cycles. Application \( a_1^2 \) completes processing each overlapping data set earlier than it would have if \( a_1^1 \) was to require 100% of the CPU. This observation allows the average waiting time (hypothetical in this case) to be determined by including the dependence on \( \bar{u}_s[1,j] \) into the expression derived in case 2. Specifically, the average waiting time is

\[
\bar{t}_s[1,j] \times \frac{P[2]}{P[1]} \times \bar{t}_s[1,j].
\]

Based on the examples discussed above, equation (5) below is one way to estimate computation time for each prioritized periodic application executing on a shared CPU:

\[
\begin{align*}
t_{comp}^k[i] &= T^k[i, m[i,k]] + \sum_{z=1}^{k} P[k] \times \\
&\quad \left( \bar{T}^z[p, m[p,z]] \times \bar{t}_s[p, m[p,z]] \times \\
&\quad \left( \sum_{p=1}^{n} \left( \textbf{1}(m[p,z] = m[i,k] \text{ & } T[z] > T[k]) \right) \right) \right) \tag{5}
\end{align*}
\]

Similarly, the estimated transfer time for each prioritized periodic output transfer traversing over a shared communication route is:

\[
\begin{align*}
t_{tran}^k[i] &= \frac{O^k[i]}{w[m[i,k], m[i+1,k]]} + \sum_{z=1}^{k} P[k] \times \\
&\quad \left( \frac{O^z[p]}{w[m[p,z], m[p+1,z]]} \times \\
&\quad \left( \sum_{p=1}^{n-1} \left( \textbf{1}(m[i,k] = m[p,z] \text{ & } m[i+1,k] = m[p+1,z] \text{ & } T[z] > T[k]) \right) \right) \right) \tag{6}
\end{align*}
\]

The first term in equations (5) and (6) represents the nominal time required for an application to process or transfer a data set, respectively. The second term quantifies the average waiting time before the processor or communication transmitter becomes available for a data set. The accuracy of the time estimates produced by these equations depends on many factors related to a particular environment. For example, in equation (5), it depends on how the data arrivals of different applications are relatively phased and to what extent each application deviates from the corresponding nominal CPU utilization value at each point in time. Furthermore, a variety of different local schedulers are possible within each processor. If specific schedulers were known, equations (5) and (6) could be adjusted accordingly.

For the second-stage analysis, a given allocation is considered feasible if for each string \( s^k \) the estimated computation and data transfer times satisfy the constraints in (1).

4. Performance Goal

In the context of the intended system, the performance metric for evaluating an application-to-machine mapping generated by the heuristics has two components. The primary component is total worth, defined as the sum of the worth factors associated with strings in the mapping that successfully passed the two-stage feasibility analysis. The secondary component is system slackness. Let \( \Omega \) be the set composed of all computation and communication resources in the system. System slackness \( \Lambda \) is a measure of the minimum utilization capacity remaining across all of the hardware resources in the set \( \Omega \). It quantitatively reflects the system’s potential to absorb unpredictable increases in input workload and is defined as:

\[
\Lambda = \min \left\{ \frac{1}{\text{U}_{machine}[j]} : j \in \Omega \right\} \cup \left\{ \frac{1}{\text{U}_{route}[j_1, j_2]} : j_1, j_2 \in \Omega \right\} \tag{7}
\]

The goal of each of the heuristics in section 5 is to achieve the highest level for the primary component while maximizing system slackness \( \Lambda \) at that level.

With the given “worth” scheme, a high worth string has the same value as 10 medium worth strings. A different, alternate scheme is possible, where higher worth strings have a value of more than the total value of any number of strings of medium or low worth. In such a scheme, high worth strings can be put in a special class. The content of this class is allocated first in the system. Such a scheme, described in [25], is outside the current requirements of this work.

5. Descriptions of Heuristics

This section develops four heuristics for the problem of finding an initial static allocation, and begins by introducing some additional terms. Suppose that a set of strings considered for mapping is given. Let the permutation space be all possible orders of the given strings, and let the solution space be all possible application-to-machine assignments. An allocation is considered feasible if the two-stage feasibility analysis...
Presented in Section 3 is satisfied for this allocation. It was observed experimentally a genetic algorithm [30], operating in the solution space, failed to find any feasible allocation even for a relatively small set of strings in the reasonable amount of time. Therefore, the first four heuristics presented in this section search over the permutation space instead of directly over the solution space. A permutation ordering of strings in the permutation space is translated into a mapping in the solution space by applying the Incremental Mapping Routine (IMR). The IMR maps a single string. The four heuristics differ in the order in which the strings are mapped by the IMR.

Incremental Mapping Routine: The allocation algorithm used in the IMR heuristic is based on the greedy mapping technique. The IMR handles one string at a time, retrieving applications in the string for mapping in a certain order, and having its resource-candidate search guided by impact on the resource utilization. Starting from the most computationally intensive application, determined by the equation in step 1 in the pseudo code shown below, the heuristic maps all the intermediate applications along the string up to the next most computationally intensive application. In selecting a mapping, a parameter of interest is the maximum value of the resource utilizations (given by equations (2) and (3)) in the machine-route pair affected by an application assignment. The selection process determines a machine for mapping by finding the minimum value of this parameter across all machines in the system, with ties broken arbitrarily. Then, the next unassigned most computationally intensive application is found, and the same mapping procedure is repeated until the allocation for a given string is completed. The IMR approach attempts to map computationally intensive applications early, but also maps their neighboring applications, so that network utilization also can be taken into account as the heuristic progresses.

To describe the IMR heuristic in detail some additional notation must be introduced. Let \( U_{\text{machine}}[j,i,k] \) be the utilization of machine \( j \) if application \( a_i^k \) was assigned to machine \( j \) (in addition to the applications assigned previously to this machine). Similarly, let \( U_{\text{route}}[j_1,j_2,i,k] \) be the utilization of communication route if application \( a_i^k \) was assigned to machine \( j_1 \) and passed an output to its successor mapped on machine \( j_2 \). Assuming \( M \) machines in the system, the average nominal execution time \( \bar{T}_{av}[i] \) and average nominal machine CPU utilization requirement for application \( a_i^k \) \( \bar{u}_{av}[i] \) are defined as follows:

\[
\bar{T}_{av}[i] = \frac{1}{M} \times \sum_{j=1}^{M} \bar{T}_{av}[i,j] \quad (8)
\]

\[
\bar{u}_{av}[i] = \frac{1}{M} \times \sum_{j=1}^{M} \bar{u}_{av}[i,j] \quad (9)
\]

The IMR heuristic can be summarized by the following procedure.

1. As a starting point, identify application \( a_{i_{\text{max}}}^k \) in the given string \( S^k \) as follows:

\[
i_{\text{max}} = \arg \max \{ \bar{T}_{av}[i] \times \bar{u}_{av}[i] : i = 1, ..., n_k \}.
\]

2. Assign application \( a_{i_{\text{max}}}^k \) to the machine \( m[i_{\text{max}},k] \) found as:

\[
m[i_{\text{max}},k] = \arg \min \{ U_{\text{machine}}[j,i_{\text{max}},k] : j = 1, ..., M' \}.
\]

3. Initialize set \( D = \{ a_{i_{\text{max}}}^k \} \).

4. While set \( D \) does not contain all applications in the given string \( S^k \) do

   a. \( i_{\text{right}} = \max \) application index in \( D \);

   b. identify unassigned application \( a_{i_{\text{max}}}^k \) in the given string \( S^k \) as follows:

   \[
i_{\text{max}} = \arg \max \{ \bar{u}_{av}[i] \times \bar{T}_{av}[i] : i = 1, ..., n_k \} \quad & a_{i_{\text{max}}}^k \notin D \};
\]

   c. while \( i_{\text{max}} > i_{\text{right}} \) do

      i. \( i_{\text{right}} = i_{\text{right}} + 1 \)

      ii. assign \( a_{i_{\text{right}}}^k \) to the machine \( m[i_{\text{right}},k] \) found as follows:

      \[
m[i_{\text{right}},k] = \arg \min \max \{ U_{\text{machine}}[j,i_{\text{right}},k] , U_{\text{route}}[m[i_{\text{right}}-1,k],j,i_{\text{right}},k] : 1 \leq j \leq M \}.
\]

      iii. include application \( a_{i_{\text{right}}}^k \) in set \( D \);
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d. while \( i_{\text{max}} < i_{\text{left}} \) do
  - \( i_{\text{left}} = i_{\text{left}} - 1 \)
  - assign \( a^k_{\text{left}} \) to the machine \( m[i_{\text{left}}, k] \)
  found as follows:
    \[
    m[i_{\text{left}}, k] = \arg \min \max \{ U_{\text{machine}}[j, i_{\text{left}}, k], U_{\text{route}}[j, m[i_{\text{left}} + 1, k], i_{\text{left}}, k] : 1 \leq j \leq M \} ;
    \]
  - include application \( a^k_{\text{left}} \) in set \( D \).

Most Worth First Heuristic: The MWF heuristic begins by ranking strings in the order of their worth. Then, it uses the IMR heuristic to map applications within the current string and applies the two-stage feasibility analysis to each intermediate mapping produced. If a given intermediate mapping fails to pass the feasibility test, the mapping process is terminated, and the previous intermediate mapping is considered as a final result. Thus, in such a case, only a subset of the strings will be mapped.

Tightest First Heuristic: The TF heuristic is conceptually similar to MWF, but differs in the criterion used for ranking. The chosen ranking criterion here is relative tightness, given by equation (4). It is important to note that the procedure given in Section 3 for calculating relative tightness assumes that the complete allocation of all strings in the system is known. Thus, to be used as a ranking criterion, equation (4) is modified such that all terms related to a specific allocation are replaced with average values. The average inverse of bandwidth is determined as an average across all possible communication routes in the system:

\[
\frac{1}{w_{\text{av}}} = \frac{1}{M^2} \times \sum_{j=1}^{M} \sum_{j=1}^{M} \frac{1}{w[j_1, j_2]}
\]

Equations (8) and (9) provide the average nominal execution time and average nominal machine CPU utilization requirement for application \( a^k \).

Permutation Space GENITOR-Based Heuristic: This PSG heuristic was developed by combining the IMR heuristic with concepts from the GENITOR approach. GENITOR is an evolutionary steady-state genetic search algorithm that has been shown to work well for several problem domains (e.g., [6, 24, 32]). For the TSCE problem, each chromosome in the heuristic represents an ordered list of strings in the permutation space. GENITOR-specific operators, such as selection, crossover, and mutation, are applied in that space. Chromosomes differ in their list orders, which results in different mappings in the solution space obtained via “projecting” a chromosome to the solution space by applying the IMR. The two-component performance metric defined in Section 4 is used to measure the fitness of each chromosome.

The PSG heuristic was implemented as follows. First, an initial population composed of 250 different chromosomes is generated randomly by reordering the initial given set of strings. After evaluation, the entire set of chromosomes is sorted (ranked) by their fitness. Next, a special function (described later) is used to select two chromosomes to act as parents. These two parents perform a crossover operation, and two offspring are generated. The offspring are then evaluated and must immediately compete for inclusion in the population. If the considered (single) offspring has a higher fitness than the poorest member in the population, the offspring is inserted in sorted order in the population, and the poorest chromosome is removed. Otherwise, the offspring is discarded.

In the crossover step, for the pair of the selected parent chromosomes a random cut-off point is generated that divides the chromosomes into top and bottom parts. Then, the strings in each top part are reordered. The new ordering of the strings in one top part is the relative positions of these strings in the other parent chromosome in the pair. It is important to note the choice of the top parts of the parent chromosomes for reordering. This allows the offspring to differ from their parents in the case of a partial resource allocation. In such a case, some strings in the bottom part of each chromosome cannot be mapped, and, as a result, the reordering among these strings will not be reflected in the solution space.

After each crossover, the same special function (described below) is applied again to select a chromosome for mutation. A mutation operator generates a single offspring by perturbing the original chromosome order via swapping two randomly chosen application strings. The resultant offspring is considered for inclusion in the population in the same fashion as for an offspring generated by crossover.

The special function for selecting parent chromosome(s) is a bias function, used to provide a specific selective pressure [32]. For example a bias of 1.5 implies that the top ranked chromosome in the population is 1.5 times more likely to be selected for a crossover or mutation than the median chromosome. The bias value 1.6 was found experimentally by observing the performance of the heuristic while varying the bias values across the range [1, 2] in steps 0.1. Elitism, the property of guaranteeing the best solution remains in the population [29], is implicitly
implemented by always removing the poorest chromosome.

As the PSG runs, the crossover operator will be sequentially repeated followed by the mutation operator until one of the stopping conditions is reached. The stopping conditions chosen in this study for the PSG heuristic are: (1) 5,000 iterations (where an iteration is one crossover and one mutation), (2) 300 iterations without a change in the elite (best) chromosome, or (3) all chromosomes converged to the same solution.

**Seeded PSG Heuristic**: The solutions (seeds) found by the MWF and TF heuristics were included in the initial population of the Seeded PSG. All other operations and stopping conditions remained identical to the PSG described above.

6. Simulation Setup

The purpose of this study was to evaluate the performance of the mapping heuristics in three different workload scenarios. For all these scenarios, the hardware part of the intended system was composed of a heterogeneous suite of 12 machines. The bandwidth of each inter-machine communication route was chosen by sampling a uniform distribution in the interval between 1 and 10 Mb/sec. All intra-machine communication routes were assumed to have infinite bandwidth. In addition, the time-of-flight—i.e., time needed for a transmitted bit of data to reach the destination [20]—was assumed to be negligible on each communication route. For all the experiments, it also was assumed that an application could execute on any machine, and an output could be transferred over any communication route. Each of the three workload scenarios was distinguished by a different number of strings considered for mapping and different specification ranges for each string’s period and end-to-end latency constraint.

In the first scenario, the modeled system is considered highly loaded—i.e., not all strings in a given set can be successfully allocated due to the fact that some hardware component in the system reaches its computation or communication capacity limit. As an indicator, the first-stage feasibility analysis becomes unsatisfied at this point, and the sequential string allocation process is stopped. To model this situation, a set consisting of 150 strings was generated. The throughput and latency parameters were intentionally relaxed in this scenario for each string to avoid any possible stoppage of a mapping process caused by the QoS constraints violation.

The second type of partial mapping of a given set of strings is investigated in the second simulation scenario by modeling a QoS-limited system. In this scenario, 150 strings were used again, but the throughput and latency constraints associated with them were set tighter. As such, the allocation process is forced to stop before any of the system’s hardware resources reaches its capacity limit.

The third simulation scenario involves a lightly loaded system where the entire set of strings can be allocated—i.e., it contains only 25 strings with relaxed QoS constraints. Clearly, because a complete mapping is achievable now, only the secondary component of the performance metric, i.e., the system slackness, matters in this scenario.

For each scenario, 100 simulation runs were performed, resulting in reasonably tight 95% confidence intervals [14]. In each simulation run, the heuristics were tested using strings composed of a different number of applications determined randomly within the range from 1 to 10. The nominal execution time and nominal machine CPU utilization requirement associated with each application in the string were set by sampling a uniform distribution in the intervals between 1 and 10 seconds, and between 0.1 and 1, respectively. In the same fashion, the size of a data output generated by each application in the string was chosen in the interval from 10 to 100 Kbytes.

7. Upper Bound Calculation

In each scenario, the performance of the proposed allocation heuristics was compared with a mathematically derived upper bound, UB. The upper bound was computed by allowing “fractional mappings.” In this method, it is assumed that every application considered for mapping in the suite of $M$ machines can be decomposed into any $M$ fractions. Each of these $M$ fractions corresponds to a particular machine and represents the part of the application assigned to this machine. It also is assumed that an application fraction assigned to a machine receives the equivalent fraction of the application’s data input and produces the equivalent fraction of the application’s data output. For example, if $2/3$ of application $a_i^j$ is allocated to machine $j$ then this fraction receives $2/3$ of the application’s input $O_i^j[i - 1]$ and produces $2/3$ of the application’s output $O_i^j[i]$. These assumptions allow the problem of finding the UB to be solved by applying a Linear Programming (LP) approach, e.g., the Simplex algorithm [12] or one of the interior-points methods [18].

Specifically, the employed LP algorithm operates with fractions of applications and fractions of application outputs, considering them as decision variables and producing the fractional mapping that maximizes the performance metric. Remarkably, the global optimal solution in LP problems can be found in polynomial time [8]. Of course, this fractional
allocation cannot be implemented in practice because, in general, applications are not fractionally decomposable in the TSCE environment.

To specify mathematically the LP problem of finding the UB, some additional notation needs to be defined. Let \( x[i,k,j] \) be the fraction of application \( a^k_i \) assigned to machine \( j \). Similarly, let \( y[i,k,j_1,j_2] \) be the fraction of the output generated by \( a^k_i \) assigned to the communication route from machine \( j_1 \) to machine \( j_2 \). Because application assignments are considered on a fractional level now, equation (2) for machine utilization and equation (3) for communication route utilization need to be restated:

\[
U_{\text{machine}}[j] = \sum_{k=1}^{M} \sum_{i=1}^{n_k} \left( \frac{\bar{r}_k[i,j]}{P[i]} \times x[i,k,j] \right)
\]  

\[
U_{\text{route}}[j_1,j_2] = \frac{1}{w[j_1,j_2]} \times \sum_{k=1}^{M} \sum_{i=1}^{n_k} \left( \frac{O_k[i]}{P[i]} \times y[i,k,j_1,j_2] \right)
\]

Condition (a) bounds the range of possible values of the \( x \) decision variables related to the first application in each string. Note that condition (a) is specified with an inequality, which implies that applications can be mapped partially—otherwise, no feasible solution will be found in the case of partial resource allocation. Condition (b) requires the same fraction of all applications in the same string be mapped. Condition (c) takes out of consideration any possible negative solutions. Condition (d) requires that an application fraction assigned to a machine produces the equivalent fraction of the application’s data output. Similarly, condition (e) stipulates that an application fraction assigned to a machine receives the equivalent fraction of the application’s data input. Condition (b) and (e) apply to the strings that are composed of more than one application. The enforcement of the first-stage feasibility analysis is represented by the remaining two conditions (f) and (g). These conditions bound the total CPU utilization on each machine and the total transfer utilization on each communication route. Note that conditions (f) and (g) are based on equations (10) and (11), respectively.

In the case of complete resource allocation (simulation scenario 3), the objective was to maximize system slackness \( \Lambda \), given by (7). Thus, the objective function in the LP problem is formally stated as:

\[
\text{Maximize } \Lambda
\]

The optimization problem is subject to constraints (b)–(g), which remain identical to the case of partial resource allocation considered above. In contrast to that case, condition (a) needs to be restated to force all applications to be completely mapped:

\[
\text{For } 1 \leq i \leq n_k, 1 \leq k \leq Q, 1 \leq j_1 \leq M, \sum_{j=1}^{M} x[i,k,j] = 1
\]
Note that the described optimization method for UB computation can be potentially applied to the problem of finding the actual mapping in scenarios (1) and (3) by introducing an additional condition:

For \( 1 \leq i \leq n_x, \ 1 \leq k \leq Q, \ 1 \leq j \leq M, \ x[i, k, j] \in \{0, 1\} \)

However, with such a condition, the problem falls into the category of NP-complete Integer Programming (IP) problems [27]. It is important to note that because the global optimal solution for the LP version of a given problem in each scenario is indeed the upper bound for the more restricted IP one, the proposed method of computing UB is mathematically justified.

8. Experimental Results

An interactive software application has been developed that allows simulation, testing, and demonstration of the heuristics examined in Section 5. The software allows a user to specify the number of machines \( M \), the number of strings \( Q \), and the maximum possible number of applications in the string. Let \( \mu \) be a random variable chosen in a particular range. The end-to-end latency constraint \( L_{\text{max}}^k \) for each generated string was assigned in the experiments as follows:

\[
L_{\text{max}}^k = \mu \times \left[ t_{av}[k] + \sum_{i=1}^{n_z-1} \left( t_{av}[z] + O_k^i [z] \right) \right]
\]

The period \( P[k] \) associated with each string was set in the experiments as follows:

\[
P[k] = \mu \times \max \{t_{av}[z], \frac{O_k^i [z]}{w_{av}}\} ;
\]

\( 1 \leq i \leq n_k, \ 1 \leq z \leq n_k - 1 \)

The ranges for the random variable \( \mu \) specified with respect to a simulation scenario executed are shown in Table 1. The commercial optimization package Lingo 9.0 was applied to the generated workload parameters in each simulation run to compute the corresponding upper bounds, as described in Section 7.

The experimental results from multiple simulation runs are illustrated in Figures 3, 4, and 5. In simulation scenarios 1 and 2, the experimental results represent the total worth achieved for the partial mapping averaged across 100 simulation runs. In each simulation run, only the best result of the four different trials produced by the evolutionary algorithms (PSG and Seeded PSG) contributed to the graph statistics. As such, four different starting points in the permutation space were established allowing each algorithm to iterate in four different convergence paths. The performance results of the proposed heuristics in these two simulation scenarios were compared with the upper bounds indicating the maximum performance achievable. The largest difference between the performance of heuristics and computed upper bounds was observed in simulation scenario 2, where a QoS violation occurred before any of the resources reached its maximum computation or communication capacity. Results for simulation scenario 3 represent system slackness averaged across 100 simulation runs.

<table>
<thead>
<tr>
<th>parameter</th>
<th>( L_{\text{max}}^k )</th>
<th>( P[k] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>scenario 1</td>
<td>( \mu \in [4, 6] )</td>
<td>( \mu \in [3, 4.5] )</td>
</tr>
<tr>
<td>scenario 2</td>
<td>( \mu \in [1.25, 2.75] )</td>
<td>( \mu \in [1.5, 2.5] )</td>
</tr>
<tr>
<td>scenario 3</td>
<td>( \mu \in [4, 6] )</td>
<td>( \mu \in [3, 4.5] )</td>
</tr>
</tbody>
</table>

Table 1. Range specifications for the random variable \( \mu \).

Figure 3. The total worth of allocated strings generated by each heuristic and the upper bound for partial mapping in a highly loaded system (scenario 1).
As the figures show, the PSG and Seeded PSG heuristics perform comparably, providing the best allocations in all three scenarios. It was expected because evolutionary algorithms perform well in large search spaces. Furthermore, the concept of elitism ensured that the algorithms used in these heuristics are globally monotone—i.e., any new solution is either the same as or better than any prior solution.

The MWF and TF heuristics are an attempt to find a solution in one iteration. For this reason, strings considered for mapping are sorted, and then passed in a certain order to the IMR for allocation. Thus, both of these heuristics use just one ordering of strings for generating a resource allocation. In contrast, the PSG heuristics operate with numerous iterations and evaluate numerous orderings of strings. Furthermore, the initial population for the Seeded PSG includes the MWF and TF orderings. This is the reason for relatively poor performance of MWF and TF as compared to that achieved by the PSG heuristics.

When comparing mapping heuristics, the execution time of the heuristics themselves is an important aspect. Both of the fast heuristics (MWF and TF) executed in a few seconds. The evolutionary algorithms (PSG and Seeded PSG) required approximately two hours per single run because they manipulate entire populations and progress through multiple iterations. The LP algorithm from Lingo 9.0 employed for the upper bound calculations runs extremely fast—i.e., its execution time was less than two seconds.

![Figure 4: The total worth of allocated strings generated by each heuristic and the upper bound for partial mapping in a QoS-limited system (scenario 2).](image)

9. Related Work

A number of papers in the literature have studied the issue of initial resource allocation robust against unpredictable workload increases (e.g., [2, 4, 11, 13, 15, 19]). These studies are compared below.

The nature of the problem described in study [2] is similar to the one in this paper. Periodically running applications are organized in sequential strings, which are subject to the imposed end-to-end latency and throughput constraints. That study assumes that the computation time of an application sharing a given machine with $N-1$ other applications is $N$ times its nominal execution time. This results in conservative estimated execution times in a shared environment. Furthermore, there is no notion of nominal utilization— i.e., it is assumed that all applications utilize 100% of the CPU when executing. Our research does not make such assumptions about execution time and CPU utilization; therefore, the approach taken is quite different from that in [2].

Slack-based techniques explored in this work aim to approach robust resource allocation by increasing the amount of unused computation or communication capacity across all hardware resources in the system. A similar performance metric was applied in [13] and [19] to achieve robust schedules in job-shop and real-time environments, respectively. Specifically, an attempt in those works was made to provide each task with extra...
time (defined as slack) to execute so that some level of uncertainty can be tolerated without having to reallocate.

In [4] it was demonstrated that when application execution parameters are known as a function of workload then a measure of robustness better than system slackness could be used. However, in the TSCE problem, such a function is unknown, and therefore the system slackness is an appropriate measure to use.

The research in [11] considers a single-machine scheduling environment where the processing times of individual jobs are uncertain. The system performance is measured by the total flow time (i.e., the sum of completion times of all jobs). Given the probabilistic information about the processing time for each job, the authors determine the normal distribution that approximates the flow time associated with a given schedule. A given schedule’s robustness is then given by one minus the risk of achieving substandard flow time performance. The risk value is calculated by using the approximate distribution of flow time. It is important to note that, in contrast to [11], the workload increases are expected in the TSCE environment but not specified stochastically. If this information was known, the accuracy of a robustness metric could be improved by using techniques similar to those in [11].

Our combination of evolutionary algorithms with the IMR heuristic is conceptually similar to [15, 31]. For example, in [15] the goal is to minimize a weighted combination of the cost of the system and the execution of a set of tasks. A genetic algorithm manipulates a set of chromosomes, where each chromosome composed of a subset of resources available in the system, and an ordering of tasks. A separate greedy heuristic operates on each chromosome to derive a mapping and the associated execution time for the set of tasks.

10. Summary

This paper presents potential methods for efficiently and robustly managing both computation and communication resources in the intended distributed system. The system is expected to operate in an unpredictable environment where the workload is likely to increase, possibly invalidating a resource allocation that was based on the initial workload estimate. In this study, two distinct issues related to static resource allocation are investigated: its feasibility analysis and the heuristic approaches used to determine the allocation. For the former, a two-stage feasibility analysis was developed that allows a scheduler to evaluate a given allocation. The focus in the design of the allocation heuristics was to achieve the highest level of total worth of the strings deployed in the system while maximizing system slackness at that level. System slackness is the measure that quantitatively reflects the system’s potential to absorb unpredictable increases in input workload.

The proposed PSG and Seeded PSG heuristics perform well when tested under a variety of simulated computing environments. Essentially, these heuristics combine the GENITOR-based search methods with a specially designed string allocation routine IMR. The comparable performances of these two heuristics indicate their significant potential to produce effective resource allocations in an environment associated with unpredictable workload increases.
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