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Abstract

The issue of repeatability is addressed for a particular redundant manipulator. This particular manipulator is a planar three-link manipulator with two orthogonal, prismatic joints and a third revolute joint. This manipulator can be thought of as a mobile robot with one revolute joint. It is shown that pseudoinverse control has no stable surfaces for this robotic manipulator. A class of repeatable inverses is then derived. Finally the repeatable inverse which is closest in an integral norm sense to the pseudoinverse is found from this class.

I. Introduction

It is a well known fact [2] that the pseudoinverse solution for a kinematically redundant manipulator is in general nonconservative. In other words, pseudoinverse control of kinematically redundant manipulators produces a drift in joint space when a cyclic task is performed in rectilinear space. Klein and Kee [3] showed that this drift has predictable properties including a numerically stable limit in some situations. If such a limit exists, the appropriate initial joint values could be set to guarantee conservative solutions. Shamir and Yomdin [5] have shown that for some manipulators there are areas in the joint space in which the pseudoinverse is repeatable. They established a necessary condition for such an integral surface to exist. This condition requires that the Lie bracket of any two columns of the inverse be a linear combination of the columns of the inverse on the particular surface in question. The Lie bracket of two vectors \( \mathbf{u} \) and \( \mathbf{v} \), where both vectors are functions of \( \theta \), is given by

\[
[u, v] = \left( \frac{\partial v}{\partial \theta} \right) u - \left( \frac{\partial u}{\partial \theta} \right) v.
\]  

(1)

If it turns out that this surface is in fact an integral surface, then a choice of initial joint settings which lies on this surface will guarantee repeatability. An integral surface is stable in the sense that if the manipulator starts on the surface then it will continue to stay on that surface. An example is given in [5] where the stable surfaces for the pseudoinverse solution of the absolute joint angles of a three-link planar manipulator are calculated. If an initial joint value is not on one of these stable surfaces then the pseudoinverse control may cause it to approach a stable surface. Baillieul [1] has derived a class of repeatable inverses, called the extended Jacobians, which actually have a foliation of stable surfaces.

II. Nonexistence of Stable Surfaces

It can be shown that pseudoinverse control for many types of manipulators may not have any stable surfaces [4]. In particular, consider the planar manipulator with two orthogonal prismatic joints and a third revolute joint of unit length shown in Fig. 1. The kinematic function has the form

\[
\mathbf{x} = f(\theta) = \begin{bmatrix} d_1 + \cos \theta_2 \\ d_2 + \sin \theta_2 \end{bmatrix}
\]  

(2)

where \( \mathbf{x} = [x, y]^T \) and \( \theta = [d_1, d_2, \theta_3]^T \). For this manipulator the Jacobian matrix is given by

\[
\dot{\mathbf{x}} = J \dot{\theta}
\]  

(3)

where

\[
J = \begin{bmatrix} 1 & 0 & -\sin \theta_3 \\ 0 & 1 & \cos \theta_3 \end{bmatrix}
\]  

(4)

Since \( J \) in this case is clearly always of full row rank, the pseudoinverse can be calculated using \( J^T (J J^T)^{-1} \) which yields

\[
J^+ = \frac{1}{2} \begin{bmatrix} 1 + \cos^2 \theta_3 & \sin \theta_3 \cos \theta_3 \\ \sin \theta_3 \cos \theta_3 & 1 + \sin^2 \theta_3 \end{bmatrix}
\]  

(5)

Let \( k_1 \) and \( k_2 \) be the first and second columns of this inverse, respectively. Then the Lie bracket of \( k_1 \) and \( k_2 \) is given by

\[
[k_1, k_2] = \frac{1}{4} \begin{bmatrix} \sin \theta_3 \\ -\cos \theta_3 \\ 1 \end{bmatrix}
\]  

(6)
It can easily be seen that \([k_1, k_2]\) is orthogonal to \(k_1\) and \(k_2\) so that \([k_1, k_2]\) cannot be a linear combination of \(k_1\) and \(k_2\). This result violates the necessary condition for the existence of an integral surface.

One could also use the method described in [2] to show the nonconservativeness of the pseudoinverse for this particular manipulator. Consider the following Pfaffian differential equation:

\[ \mathbf{n}_J \cdot d\mathbf{\theta}_p = 0 \]  \(\text{(7)}\)

where \(\mathbf{n}_J\) is a homogeneous solution of (3) and \(d\mathbf{\theta}_p\) is the pseudoinverse solution for \(d\mathbf{\theta}\). The null space of \(J\) can be described by

\[ \mathbf{n}_J = \alpha \begin{bmatrix} \sin \theta_3 \\ -\cos \theta_3 \\ 1 \end{bmatrix} \]  \(\text{(8)}\)

where \(\alpha\) is a nonzero scalar. A necessary and sufficient condition for (7) to be integrable is that

\[ \mathbf{n}_J \cdot \nabla \times \mathbf{n}_J = 0. \]  \(\text{(9)}\)

However, evaluating this expression using (8) results in \(\mathbf{n}_J \cdot \nabla \times \mathbf{n}_J = -\alpha^2\) which once again proves that there are no integral curves for this manipulator when using pseudoinverse control.

III. A Class of Repeatable Inverses

The inverses under consideration are generalized inverses relating the cartesian velocity of the end effector to the joint velocities of the manipulator by the equation

\[ \dot{\mathbf{\theta}} = \mathbf{K} \mathbf{x} \]  \(\text{(10)}\)

where \(\mathbf{J} = \mathbf{I}\). Any inverse \(\mathbf{K}\), for a manipulator with a single degree of redundancy, can be written in the form

\[ \mathbf{K} = \mathbf{J} + \mathbf{\hat{a}}_J \mathbf{w}^T \]  \(\text{(11)}\)

where \(\mathbf{\hat{a}}_J\) is the unit length null vector of the Jacobian and \(\mathbf{w}\) is a vector which uniquely determines \(\mathbf{K}\). For the manipulator in Fig. 1 \(\mathbf{\hat{a}}_J\) is given by

\[ \mathbf{\hat{a}}_J = \frac{1}{\sqrt{2}} \begin{bmatrix} \sin \theta_3 \\ -\cos \theta_3 \\ 1 \end{bmatrix}. \]  \(\text{(12)}\)

By properly selecting \(\mathbf{w}\) the inverse \(\mathbf{K}\) can be made to be repeatable. When dealing with the question of repeatability for three-link planar manipulators, it is easier to consider the "curl" criterion rather than the equivalent Lie bracket condition described in [5]. This curl criterion is given below:

Theorem The Pfaffian \(X \cdot d\mathbf{x}\) is integrable if and only if

\[ X \cdot \nabla \times X = 0. \]  \(\text{(13)}\)

Proof: See [6].

For the application at hand this becomes

\[ \mathbf{n}_K \cdot \nabla \times \mathbf{n}_K = 0 \]  \(\text{(14)}\)

where \(\mathbf{n}_K\) is the null vector of \(\mathbf{J}^T\). From equation (11) it is easy to verify that

\[ \mathbf{n}_K = \mathbf{J}^T \mathbf{w} - \mathbf{\hat{a}}_J. \]  \(\text{(15)}\)

Thus for this particular case

\[ \mathbf{n}_K = \begin{bmatrix} w_1 - \frac{1}{\sqrt{2}} \sin \theta_3 \\ w_2 + \frac{1}{\sqrt{2}} \cos \theta_3 \\ -w_1 \sin \theta_3 + w_2 \cos \theta_3 - \frac{1}{\sqrt{2}} \end{bmatrix}. \]  \(\text{(16)}\)

Before substituting (16) into (14), the following substitutions are made

\[ \gamma = w_1 - \frac{1}{\sqrt{2}} \sin \theta_3 \]  \(\text{(17)}\)

\[ \eta = w_2 + \frac{1}{\sqrt{2}} \cos \theta_3 \]  \(\text{(18)}\)

which results in

\[ \mathbf{n}_K = \begin{bmatrix} \gamma & \eta & -\gamma \sin \theta_3 + \eta \cos \theta_3 - \sqrt{2} \end{bmatrix}^T. \]  \(\text{(19)}\)

For the case of a mobile robot, it is desirable to make the inverse only a function of \(\theta_3\) so that \(w_1\) and \(w_2\) are just functions of \(\theta_3\). Taking the curl of equation (19) gives

\[ \nabla \times \mathbf{n}_K = \begin{bmatrix} -\eta' & -\gamma & 0 \end{bmatrix}^T. \]  \(\text{(20)}\)

where \(\prime\) denotes differentiation with respect to \(\theta_3\). Thus equation (14) which characterizes all repeatable inverses which are functions of \(\theta_3\) becomes

\[ \mathbf{n}_K \cdot \nabla \times \mathbf{n}_K = -\eta' + \eta \gamma' = 0. \]  \(\text{(21)}\)

Solving this ordinary differential equation gives the solution

\[ \gamma = k \eta \]  \(\text{(22)}\)

where \(k\) is a constant. Substituting equations (17) and (18) into equation (22) yields

\[ w_1 = k w_2 + \frac{1}{\sqrt{2}} (\sin \theta_3 + k \cos \theta_3) \]  \(\text{(23)}\)
which parametrizes the set of repeatable solutions in terms of the function \( w_2 \) and the constant \( k \).

IV. Optimization

Now that a class of repeatable inverses has been derived, the optimal member of this class with respect to an appropriately chosen criterion function can be found. Let this criterion function be given by

\[
C(k) = \int_a^b \|K - J^+\|_2 d\theta_3. \tag{24}
\]

This criterion function measures the distance of the inverse \( K \) from the pseudoinverse in the region \( a \leq \theta \leq b \) in an integral norm sense. It can be easily shown that

\[
\|K - J^+\|_2^2 = \|w\|_2^2 = w_1^2 + w_2^2. \tag{25}
\]

It is thus important to minimize \( w_1^2 + w_2^2 \). Using equation (23) and completing the square gives

\[
w_1^2 + w_2^2 = (k^2 + 1) \left[ w_2 + \frac{k (\sin \theta_3 + k \cos \theta_3)}{\sqrt{2(k^2 + 1)}} \right]^2 + \frac{(\sin \theta_3 + k \cos \theta_3)^2}{2(k^2 + 1)} \tag{26}
\]

Now there is nothing that can be done about the last term of equation (26); however the first term can be minimized by setting

\[
w_2 = -\frac{k (\sin \theta_3 + k \cos \theta_3)}{\sqrt{2(k^2 + 1)}} \tag{27}
\]

which from (23) results in

\[
w_1 = \frac{k \cos \theta_3 + \sin \theta_3}{\sqrt{2(k^2 + 1)}}. \tag{28}
\]

Equations (27) and (28) give the minimal solution for a repeatable inverse as a parametrization of \( k \).

The cost function in equation (24) when evaluated over an interval of length \( 2\pi \) has a value of \( \pi/4 \) for all \( k \) so that all choices of \( k \) result in the same cost. However most manipulators have joint limits and one may only want to integrate over those joint values which are obtainable by the manipulator. Suppose that the range of values for \( \theta_3 \) is from \( a \) to \( b \) where \( -\pi \leq a < b \leq \pi \). Then \( C(k) \) is given by

\[
C(k) = \int_a^b \frac{(\sin \theta_3 + k \cos \theta_3)^2}{2(k^2 + 1)} d\theta_3. \tag{29}
\]

After some calculation one sees that

\[
C(k) = \frac{C_1 k + C_2}{2(k^2 + 1)} + C_3 \tag{30}
\]

where

\[
C_1 = \int_a^b \sin 2\theta_3 d\theta_3 = \frac{\cos 2a - \cos 2b}{2} \tag{31}
\]

\[
C_2 = \int_a^b \cos 2\theta_3 d\theta_3 = \frac{\sin 2a - \sin 2b}{2} \tag{32}
\]

and

\[
C_3 = \frac{1}{2} \int_a^b \cos^2 \theta_3 d\theta_3 = \frac{b - a - C_2}{4}. \tag{33}
\]

It can be easily shown that if \( C_1 \) is nonzero the optimal choice for \( k \) is

\[
k = \frac{C_2 - \sqrt{C_1^2 + C_2^2}}{C_1}. \tag{34}
\]

When \( C_1 = 0 \) and \( C_2 < 0 \) the minimum will occur when \( k = 0 \). When \( C_1 = 0 \) but \( C_2 > 0 \) the value of \( C(k) \) will approach zero as \( k \) approaches \( \pm \infty \). Finally, when \( C_1 \) and \( C_2 \) are both zero as in the case of integrating on \( [-\pi, \pi] \), then any \( k \) will give the same value for \( C(k) \).

For the case of symmetric joint limits, i.e. when \( a = -b \), the optimal choice for \( k \) breaks down into special cases since \( C_1 \) is always zero. These cases are summarized in Table 1. When \( 0 < b < \pi/2 \) the inverse \( K \) differs from the pseudoinverse only in the first column while for \( \pi/2 < b < \pi \) the difference is only in the second column. When \( b \) takes on the values \( \pi/2 \) and \( \pi \) any value of \( k \) will result in a minimal inverse.

V. Summary

The nonexistence of stable surfaces for the pseudoinverse control of a 2-P-1-R robot manipulator was shown. The class of repeatable inverses which are functions of the angle of the revolute link of the manipulator was derived. The inverse in this class of repeatable inverses which is closest to the pseudoinverse in an integral norm sense was found.
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Fig. 1 Geometry of a planar three-link manipulator whose first two joints are prismatic and whose last joint is revolute and of unit length.

Table 1. Optimal Parameters for Symmetric Joint Limits ($C_1 = 0$)

<table>
<thead>
<tr>
<th></th>
<th>$0 &lt; b &lt; \frac{\pi}{2}$</th>
<th>$b = \frac{\pi}{2}$</th>
<th>$\frac{\pi}{2} &lt; b &lt; \pi$</th>
<th>$b = \pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2$</td>
<td>0</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
</tr>
<tr>
<td>$k_{opt}$</td>
<td>0</td>
<td>any value</td>
<td>Eq. (28)</td>
<td>any value</td>
</tr>
<tr>
<td>$w_1$</td>
<td>$\frac{1}{\sqrt{2}} \sin \theta_3$</td>
<td>Eq. (27)</td>
<td>$-\frac{1}{\sqrt{2}} \cos \theta_3$</td>
<td>Eq. (27)</td>
</tr>
<tr>
<td>$w_2$</td>
<td>0</td>
<td>any value</td>
<td>$0$</td>
<td>any value</td>
</tr>
</tbody>
</table>
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