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ABSTRACT

Under the concept that monthly precipitation series over an area are composed of deterministic components specified by periodic parameters and a stationary stochastic component, a mathematical model of area-time process of monthly precipitation, especially of the stationary stochastic component, using the Upper Great Plains in the U.S.A. as an example of the model, is developed. The independent identically distributed variables are obtained from the transformed stochastic component. Their regional dependence structure is given by an appropriate function and function with the integration domain. By using this model, new samples of time series over the area at a new grid of 80 points are generated in order to investigate area-deficit-intensity characteristics of droughts.

The deficit area, the total area deficit, and the maximum deficit intensity are defined as primary indices of drought characteristics. The basic parameters of their frequency distributions and of mutual relationships are analyzed for various truncation levels of drought definitions. The areal drought characteristics are modeled and their parameters defined by three basic indices.

Probabilities of areal coverage of droughts are further investigated by applying the theory of runs, the theory of recurrent events, and by similar approaches. Probabilities of specific areas covered by droughts of given properties are also investigated by considering the effects of the size and the shape of an area.

Run properties of a simple, periodic-stochastic process are investigated analytically. Moments of negative run-sums are found by considering the negative run-length and the onset time. Some other techniques are discussed in comparison with the use of run properties in evaluating drought characteristics of periodic-stochastic processes.

FOREWORD

Droughts are characterized by several properties. In general, mostly droughts of point processes have been investigated, meaning droughts at a given point on the earth's surface are investigated by using data series of variables which determine the drought occurrence, such as the total deficit of water, its maximum deficit intensity, shape, duration or any other characteristics of drought runs. When droughts are investigated for its distribution over a region, investigations become much more complex. Two area concepts are then necessary, namely the fixed region with its size and shape must be defined, and probabilities must be found for a part of this region to be covered by the drought of given point characteristics. Therefore, drought area coverage inside a fixed region, studied simultaneously with the size and time characteristics of droughts, represent a realistic approach to analysis of drought properties by using probability theory, mathematical statistics and stochastic processes.

Two problems have been emphasized by Dr. Norio Tase in his Ph.D. dissertation work in studying droughts. First, it was necessary to select a variable which describes the drought area coverage. Second, it was necessary to select drought characteristics which will be studied simultaneously with the area coverage. When the region to be studied for drought occurrence is large, variables which determine drought conditions must be relatively simple. It is most appropriate for agricultural droughts to use either the soil moisture variable, or the total moisture available in soil for plants in function of their water requirements. However, this simple approach requires data which are not available, or must be computed indirectly from other variables; therefore, a simplification was needed by selecting the monthly precipitation as the basic variable in defining droughts. The concept is based on the principle that long historical developments of agriculture in an area have already adjusted mainly to mean values of monthly precipitation, so that the variation around the monthly means and not the mean monthly precipitation themselves determine drought characteristics. The variations in the form of the periodic standard deviation of monthly precipitation should be included in one way or another to simplify and make uniform drought investigations for a region. The standardized monthly precipitation, equivalent to precipitation of each month decreased by the mean monthly precipitation and divided by its standard deviation, is used as the basic random variable. The new standardized variable is then the same all over a large region.
The selection of the area-time parameters for description of droughts must be simplified. In the study by Dr. N. Tate only three parameters are selected for investigations: area covered by a drought inside the fixed region, total water deficit below the level which defines drought conditions, and maximum intensity or deficit. It was difficult to include the drought duration as a simple parameter with the three above parameters, because the duration changes in length from point to point over a region and does not coincide over the drought area. By simplifying the selection of parameters, the major objective was to obtain a general idea on probabilities of large droughts covering extensive areas. Because of importance of food production in Great Plains of the United States, a large, fixed region inside the Great Plains was selected as an example to show the properties of these drought probabilities. Monthly precipitation series are treated by the already standard technique in studying the area-time periodic-stochastic processes within the Graduate and Research, Hydrology and Water Resources Program of the Department of Civil Engineering at Colorado State University. To simplify the investigation, a relatively limited number of precipitation station series over this large region is selected.

In the real case of forecasting drought occurrences in probability terms for a large region, all the available information should be condensed in form of mathematical models and their estimated parameters, and not only in form of a limited number of station series of a given, same sample size. To obtain best estimates of models and their parameters, all observations over that region should be included in practical cases. Models represent the time structure of monthly precipitation and their estimated parameters are presented in form of their changes over the region. Once the time independent stochastic components (TISC) of monthly precipitation have been determined for all the stations, their interstation dependence in form of lag-zero cross-correlation coefficients can be determined as a model relating these coefficients to station position, distance and orientation. By condensing all the information on monthly precipitation over a large region in form of mathematical models, the generation of new samples of monthly precipitation process over that region becomes feasible and independent of observation points. To simplify this generation, it is feasible to cover the region of drought investigation by a square grid of points, each point being associated with a well defined unit area. In other words, the use of sample generation method for the investigation of droughts properties can be separated from the observation points. This is important because the observation points were selected basically by two criteria in the past, as points at which the observations could be easily organized, with the constraint of available funds for observations.

Because of difficulties for the application of analytical method in the investigation of area-deficit-intensity characteristics of droughts, the experimental (Monte Carlo) or sample generation method was used exclusively in Dr. N. Tate’s study in order to estimate these characteristics. In general, one can start with the analytical method by trying to obtain close solutions for simplified cases of drought problems. Then, these simple results serve as the guide to the approach by generating samples over region in order to investigate the more complex drought problems. Or, in the opposite case, one can start with the experimental, sample generation method, by investigating the characteristics of droughts over a large region, and then—as a second phase—apply the analytical method for obtaining the generalized solutions in the close forms. This second approach, in its first phase of the application of experimental method, has been followed in this study. It is expected that the results presented would stimulate specialists in stochastic processes and mathematical statistics to theoretically investigate the joint distributions of drought characteristics, especially including the drought area coverage.

The study by Dr. Norio Tate gives relationships between the three selected drought characteristics as well as probability of these characteristics, either as marginal distributions or as joint distributions. Furthermore, the study shows that the shape of a region, especially of small region, is also an important factor for drought area coverage. However, the larger the region the lesser becomes the effect of the shape and the more important becomes the surface of that region.

In studying the effect of periodicity of periodic-stochastic processes on drought characteristics it was shown that periodicity is one of the major obstacles for extensive studies of drought characteristics by the analytical method. However, the effect of periodicity in parameters can be studied by generating many time series over a region, in preserving not only the time periodic-stochastic character of series but also their regional dependence among the time independent stochastic components. Because periodicities in parameters involve a large number of coefficients, especially Fourier coefficients of harmonics, it would be difficult to relate the various drought characteristics to all these coefficients. This fact then requires the regional studies only, by generating new samples as closely as possible of the area-time processes of controlling random variables, and by properly defining what are the droughts for periodic-stochastic processes of water supply and water demand. By generating new samples of these processes, the experimental method produces estimates of marginal probabilities or joint probabilities of drought characteristics.

This study is a part of a continuous effort in the Hydrology and Water Resources Program of Department of Civil Engineering at Colorado State University in the analysis of various aspects of droughts. Basically, first their physical aspects are investigated, and then studies are broadened to economic and social aspects.

Vujica Vujjević
Professor of Civil Engineering
and Professor-in-Charge of
Hydrology and Water Resources Program

November, 1976
Fort Collins, Colorado
<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DEFINITION</th>
<th>SYMBOL</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Constant or coefficient of polynomial function</td>
<td>M</td>
<td>Number of stations</td>
</tr>
<tr>
<td>$a_i$</td>
<td>Normalized deficit area</td>
<td>$M(\cdot)$</td>
<td>Moment generating function</td>
</tr>
<tr>
<td>A</td>
<td>Deficit area</td>
<td>$M_{\text{max}}$</td>
<td>Longest drought duration</td>
</tr>
<tr>
<td>$A$</td>
<td>Diagonal matrix</td>
<td>n</td>
<td>Number of small squares inside a grid or degree of Jacobi polynomial</td>
</tr>
<tr>
<td>b</td>
<td>Constant</td>
<td>$N$</td>
<td>Number of years of data</td>
</tr>
<tr>
<td>$B$</td>
<td>Diagonal matrix</td>
<td>$N$</td>
<td>Negative run-length</td>
</tr>
<tr>
<td>$C_{j,\nu}(\nu), C_{j}(\nu), C$</td>
<td>Amplitude at station i for harmonic j, and for v</td>
<td>$N$</td>
<td>Sample size</td>
</tr>
<tr>
<td>Cov(\cdot,\cdot)</td>
<td>Covariance</td>
<td>$O$</td>
<td>Remaining expansion error</td>
</tr>
<tr>
<td>$d_{ij}, d$</td>
<td>Interstation distance</td>
<td>$P$</td>
<td>Counter for year</td>
</tr>
<tr>
<td>$D, D_s$</td>
<td>Total areal deficit of $\xi$</td>
<td>$P(\cdot)$</td>
<td>Probability level</td>
</tr>
<tr>
<td>$D_a$</td>
<td>Total areal deficit of $\chi$</td>
<td>$Q$</td>
<td>Probability</td>
</tr>
<tr>
<td>e</td>
<td>Exponent</td>
<td>$Q$</td>
<td>Probability level</td>
</tr>
<tr>
<td>$E(\cdot)$</td>
<td>Expected value</td>
<td>$r_{ij}, r$</td>
<td>Random variable</td>
</tr>
<tr>
<td>$f(\cdot)$</td>
<td>Function sign or probability density function</td>
<td>$r_k$</td>
<td>Sample cross correlation coefficient</td>
</tr>
<tr>
<td>$F(\cdot)$</td>
<td>Cumulative distribution function</td>
<td>$R^2$</td>
<td>Mean areal correlation coefficient</td>
</tr>
<tr>
<td>$\Delta F$</td>
<td>Critical value of Kolmogorov-Smirnov statistic</td>
<td>$R_0$</td>
<td>Sample k-th serial correlation coefficient</td>
</tr>
<tr>
<td>$g(\cdot)$</td>
<td>Function sign</td>
<td>$R_1$</td>
<td>Explained variance</td>
</tr>
<tr>
<td>$G_n$</td>
<td>Jacobi polynomial of degree n</td>
<td>$s(\cdot)$</td>
<td>Lag zero cross correlation matrix</td>
</tr>
<tr>
<td>$h(\nu)$</td>
<td>Number of significant harmonics in v</td>
<td>$s_{\tau, i}, s_{\tau}$</td>
<td>Lag one serial correlation matrix</td>
</tr>
<tr>
<td>i</td>
<td>Counter</td>
<td>$s_{\tau}$</td>
<td>Sample standard deviation</td>
</tr>
<tr>
<td>$I$</td>
<td>Normalized deficit intensity</td>
<td>$s_{\tau}$</td>
<td>Monthly standard deviation at station i</td>
</tr>
<tr>
<td>I</td>
<td>Maximum deficit intensity</td>
<td>$s_{\tau}$</td>
<td>Mean of $s_{\tau}$ over $\tau$</td>
</tr>
<tr>
<td>I</td>
<td>Indicator function</td>
<td>$s_{\tau}$</td>
<td>Estimated monthly standard deviation</td>
</tr>
<tr>
<td>j</td>
<td>Counter</td>
<td>$S$</td>
<td>Mean of $s_{\tau}$ over area</td>
</tr>
<tr>
<td>k</td>
<td>Counter</td>
<td>$\tau$</td>
<td>Positive run-sum</td>
</tr>
<tr>
<td>$K(\cdot)$</td>
<td>Cumulant generating function</td>
<td>$T$</td>
<td>Time of season</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Semigrid interval</td>
<td>$V_{i1}$</td>
<td>Onset time of drought</td>
</tr>
<tr>
<td>$L$</td>
<td>Grid interval</td>
<td>$\text{Var}(\cdot)$</td>
<td>Sample value of parameter $\nu$ at station i</td>
</tr>
<tr>
<td>m</td>
<td>Counter or order of autoregressive model and polynomial function</td>
<td>$W, W_{N,T}$</td>
<td>Variance</td>
</tr>
<tr>
<td>$m_i, m_{\tau, i}, m_{\tau}$</td>
<td>Monthly mean at station i</td>
<td>$X$</td>
<td>Negative run-sum</td>
</tr>
<tr>
<td>$m, m_{\tau}$</td>
<td>Mean of $m_{\tau}$ over $\tau$</td>
<td>$X^*$</td>
<td>Random variable (deficit area)</td>
</tr>
<tr>
<td>$\hat{m}_{\tau}$</td>
<td>Estimated monthly mean</td>
<td>$X$</td>
<td>Deficit area</td>
</tr>
<tr>
<td>$M$</td>
<td>Positive run-length</td>
<td>$\nu$</td>
<td>Longitude coordinate</td>
</tr>
<tr>
<td>SYMBOL</td>
<td>DEFINITION</td>
<td>SYMBOL</td>
<td>DEFINITION</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$X_0$</td>
<td>Reference for $X$</td>
<td>$0$</td>
<td>Estimate of $\nu$</td>
</tr>
<tr>
<td>$Y$</td>
<td>Random variable (total areal deficit)</td>
<td>$\xi_{p,\tau}$, $\xi_j$</td>
<td>Second order stationary stochastic variable</td>
</tr>
<tr>
<td>$Y_0$</td>
<td>Latitude coordinate</td>
<td>$\overline{\xi}$</td>
<td>Mean of $\xi$ over area</td>
</tr>
<tr>
<td>$Z$</td>
<td>Reference for $Y$</td>
<td>$\xi_0$</td>
<td>Truncation level of $\xi$</td>
</tr>
<tr>
<td>$z$</td>
<td>Fisher's z variable</td>
<td>$\xi_{\text{min}}$</td>
<td>Minimum value of $\xi$</td>
</tr>
<tr>
<td>$Z^*$</td>
<td>Random variable (maximum deficit intensity)</td>
<td>$\xi$</td>
<td>Matrix of $\xi$</td>
</tr>
<tr>
<td>$Z^*_{\text{min}}$</td>
<td>Deficit intensity</td>
<td>$\xi^*$</td>
<td>Truncated series of $\xi$</td>
</tr>
<tr>
<td>$a$</td>
<td>Parameter of beta distribution</td>
<td>$\sigma_{ij}$</td>
<td>Population cross correlation coefficient</td>
</tr>
<tr>
<td>$\alpha_k$</td>
<td>k-th autoregressive coefficient</td>
<td>$\rho_k$</td>
<td>Population k-th autocorrelation coefficient</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Regression coefficient or parameter of beta distribution</td>
<td>$\sigma_{\tau}$</td>
<td>Monthly population standard deviation</td>
</tr>
<tr>
<td>$c$</td>
<td>Residual</td>
<td>$\bar{\sigma}$</td>
<td>Mean of $\sigma_{\tau}$ over $\tau$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Transformed $\xi$ variable</td>
<td>$\tau$</td>
<td>Counter for month</td>
</tr>
<tr>
<td>$\theta_{j,1}(\nu), \theta_{j}(\nu), \theta$</td>
<td>Angular phase for harmonic $j$ and for $\nu$ parameter</td>
<td>$\psi$</td>
<td>Standard normal variable</td>
</tr>
<tr>
<td>$\phi_{\text{ma}}$</td>
<td>m-th cumulant of $\xi^*$</td>
<td>$\psi(\cdot)$</td>
<td>Matrix of $\psi$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Basic frequency</td>
<td>$\phi_{\text{max}}$</td>
<td>Orientation between stations $i$ and $j$</td>
</tr>
<tr>
<td>$\mu_{\tau}$</td>
<td>Monthly population mean</td>
<td>$x$, $x_p, \tau$</td>
<td>Major axis</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mean of $\mu_{\tau}$ over $\tau$</td>
<td>$X_0$, $X_0, \tau$</td>
<td>Monthly precipitation series</td>
</tr>
<tr>
<td>$\mu_k$</td>
<td>k-th moment</td>
<td>$x^2$</td>
<td>Truncation level of $X$</td>
</tr>
<tr>
<td>$\nu_{\tau}$</td>
<td>Fourier series representation for a periodic function</td>
<td>$\psi(\cdot)$</td>
<td>Chi-square value</td>
</tr>
<tr>
<td>$\nu_{\tau}$</td>
<td>Mean of $\nu_{\tau}$</td>
<td>$\omega$</td>
<td>Function sign</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Second order independent stationary stochastic variable</td>
</tr>
</tbody>
</table>
1.1. General on Droughts

Droughts and floods are extremes in the fluctuation of various hydrologic phenomena. Generally human settlements have been river-valley oriented since time immemorial. This has attracted the attention of people to flood problems more than to drought problems, because flood damages to society are much more visible and sudden in comparison with drought damages. In modern times, this situation has been changed due to the following reasons: (1) the pressure on limited water resources by an increase of population and the standard of living, especially in big cities, required attention to water shortage or drought problems; (2) the specialization of regions as it concerns the use and allocation of water resources, such as the granary region of the Great Plains in the United States, makes a region's role especially important. Thus, crop failures in such regions may heavily affect not only the national but also the world economy. With an increase of the world population, the food problems become more serious day by day. Therefore, reduction or failure in grain production for several years in an important region, such as in the wheat belt of the United States, would make a great impact on the world total food supply. Drought is one of the main causes of food supply deficits.

Drought problems are a critical aspect of water resources conservation, development, and control at present. Continued pressure on limited water supplies will make drought problems much more serious in the future. Therefore, intensive and systematic investigations on drought problems are urgent and necessary.

The definition of drought is a controversial subject. The difference between drought and water shortage is also vague. Every water user may have his own concept of drought, and furthermore, that concept may change with conditions of operation. In agriculture, drought means a shortage of moisture in the root zone of crops. To a hydrologist, it means below average water levels in streams, reservoirs, groundwater, lakes, etc. In an economic sense, drought means a water shortage which affects or disturbs the established production. Although these concepts are based on different viewpoints, they basically depend upon the effects of prolonged or unusual weather conditions. This study is only concerned with the hydrologic and/or meteorologic drought concepts. The writer contends that an evaluation of the hydrologic or meteorologic drought, defined by an objective way, permits each water user to apply such measures as to determine the effect-relationship in which it has an interest. For a more accurate estimation of drought effects, the definition of drought must be tailored to a particular problem. For an analysis of hydrologic droughts in this study, monthly precipitation phenomenon is taken into account, as a primary water supply.

1.2. Major Problems Needing Studies

Two main drought problems need solutions. First, the problem of the areal coverage, or the extent of a drought, relates to the scale and the shape of droughts and their probability of occurrence. It has not been studied because the precise definition of the areal coverage by a drought and the concept of areal extent are not simple to attack. For regions within a large area related to each other in many aspects, the areal extent of a drought should be studied for a good planning of water resources development and of alleviating drought effects over the large areas, such as regional water exchange (Takeuchi, 1974).

The second problem is related to difficulties involved with evaluating drought characteristics for the periodic-stochastic time processes such as the daily or biweekly, monthly or seasonal. Compared with the stationary series such as annual precipitation or runoff, in the periodic-stochastic series the time position or season is so very important in evaluating the drought characteristics such as its duration, magnitude, intensity, etc. This means that in case of periodic-stochastic processes it is difficult to find and/or define the basic drought characteristics such as the negative run-length and the negative run-sum, which are useful characteristics of describing droughts of stationary processes such as annual precipitation or runoff.

1.3. Objectives of the Study

Since the fundamental causes of drought in the form of physical factors of atmospheric circulation are still not well understood, the practical method of studying droughts is to consider their properties as random variables and to use the statistics and observed time series in order to estimate these characteristics.

The first objective of this study was to find experimentally the general characteristics of hydrologic droughts over a large area after developing the mathematical models of area-time processes of monthly precipitation for the case of the Upper Great Plains in the United States. An areal structure of droughts is also studied.

The second objective was to study probabilities of droughts covering a specific area, such as a state within the Great Plains, in considering the effects of the size and shape of this area on probabilities obtained.

Since there are not many investigations on the areal coverage of droughts, this study is related to several general aspects of the areal drought coverage. To document concepts and present the ideas for further studies on large droughts, as many figures and tables are given as was considered necessary or warranted.

The third study objective was to discuss some feasible methods of analyzing droughts of periodic-stochastic processes, by finding some basic properties of negative runs of these processes.

1.4. Procedures Used

The procedures used in developing the mathematical model of area-time stochastic process of monthly precipitation are presented with the model applied to the Upper Great Plains in Chapter III.

In Chapter IV, the determination of the grid system and grid interval is studied with the generation of a new series at each, systematic grid points. The generated series based on the model and the new grid system are tested statistically to verify that they simulated the basic processes well. Using the generated series, the characteristics of large area droughts
are studied in Chapter V. The three variables: the deficit area, the total areal deficit, and the maximum deficit intensity, are defined as the basic characteristics of regional droughts. Their basic properties studied are probability distributions and mutual relationships. The areal structure of droughts is also described in this chapter. Probabilities of areal coverage by droughts are investigated in considering both the size and the shape of an area.

In Chapter VI, the analysis of droughts of periodic-stochastic processes is discussed. The basic properties of negative runs of the periodic-stochastic processes are studied analytically and compared with those of the stationary processes.
2.1. Drought Definition and Studies

The definitions of hydrologic or meteorologic droughts have already been discussed for a long time. Hoyt (1938) stated that drought conditions might prevail when the annual precipitation was as low as 85 percent of the mean. McGuire and Palmer (1957) defined the drought as condition of monthly or annual precipitation less than some particular percentage of normal. Thomas (1962) used the definition that drought was a meteorologic phenomenon and occurred during a period when precipitation is less than the long-term average. Yevjevich (1967) defined a hydrologic drought as the deficiency in water supply on the earth's surface and used the runs as the basic concept for an objective definition of droughts. Drought investigations until 1968 have been presented in the form of annotated references by Palmer and Denny (1971), which can give a good insight to problems and approaches.

The classical approach to drought problems was to find the probability of the instantaneous smallest value on the basis of the theory of extremes (Gumbel, 1965). This approach does not tell anything about the duration and areal coverage of droughts. Unlike flood problems, the duration and areal coverage are very important in drought problems.

Figure 2.1 represents a discrete series of a variable $X_i$. By selecting an arbitrary truncation level $X_0$, two new truncated series of positive and negative deviations are obtained. The number or length of consecutive negative deviations preceded and followed by positive deviations is defined as a negative run-length, which may be associated with the concept of the duration of a drought. The sum or integral of all negative deviations over such a run-length is defined as the negative run-sum. The ratio of the negative run-sum and the negative run-length is defined as the negative run-intensity (Yevjevich, 1967). The negative run-sum and run-intensity can be associated with the severity of a drought.

Several theoretical and experimental studies of runs related to drought problems are available. The run-length has been more widely investigated. Saldañiga and Yevjevich (1970) summarized the exact properties of distributions of run-length for univariate independent random variables, which showed that the run-length properties are free of underlying distribution of input processes. They further studied the properties of run-length for univariate dependent random variables, especially defined by the first-order autoregressive model.

The study of run-sums is very complex theoretically. Only for the univariate independent normal process, the exact properties of run-sums were found by Downer et al. (1967). The exact properties of run-sums of normal dependent or non-normal independent and dependent processes have not been developed.

The application of the theory of runs to a univariate stationary process is useful because it gives the main drought characteristics, such as the probability of occurrence of duration and severity, except the probability of areal coverage. Millan and Yevjevich (1971) studied the probability of historic hydrologic droughts using the longest negative run-length and the largest negative run-sum as basic parameters of samples of a given size for given probability of the truncation level, the autoregressive coefficients, and the skewness coefficients. Guerrero-Salazar (1973) further studied probabilities of the longest negative run-length and the largest negative run-sum for both univariate and bivariate processes, analytically and experimentally. For bivariate process, Llamas and Siddiqui (1969) studied several basic properties. The overall summary of runs is given by Guerrero-Salazar and Yevjevich (1975).

The application of run properties of univariate and bivariate stationary processes to drought investigations is limited to processes such as annual precipitation or annual runoff series, where the assumption of a stationary process is sufficiently accurate. The short interval processes such as monthly, weekly, and daily precipitation series are periodic-stochastic processes. Hence the above analysis is not directly applicable to such processes, and the problem of developing the techniques to study the periodic-stochastic processes needs attention.

Based on the water budget of the soil, Palmer (1965) used the difference between the actual precipitation and the computed precipitation which is required for the average climate of the area to evaluate drought severity in space and time. Since many factors such as runoff and evapotranspiration are estimated, an application of this method to a large area is very difficult. Herbst et al. (1965) developed a technique for the evaluation of drought only from monthly precipitation. The technique determines the duration and intensity of droughts and their months of onset and termination. It can also compare the intensity of droughts irrespective of their seasonal occurrence.

Few investigations on areal coverage of droughts have been carried out. Even a descriptive method of assessing characteristics of drought has not been well developed, and little has been done on applying quantitative or statistical methods to drought coverage. Pinkerian (1966) studied the probability of occurrence
of wet and dry years over a large area. He used the conditional probability mathematical functions to describe the occurrence of wet and dry years over the area. He concluded that the occurrence of wet and dry years between two stations up to a distance of 1000 miles is dependent. Gibbs and Mahler (1967) analyzed the areal extent of past droughts in Australia by classifying the annual precipitation with the decile range. As a crude index of drought, the first decile range of calendar year rainfall is used to find the return periods of droughts covering certain percentage of the continent. Many investigators, such as Spar (1967) used a kind of precipitation or runoff distribution to discuss the drought phenomenon, without quantifying it.

2.2. Models of Monthly Precipitation Series

Reesner and Yevjevich (1966) studied the time structures of monthly precipitation series for 219 stations in the Western United States. They concluded that the monthly precipitation series is composed of deterministic periodic parameters and a nearly independent stochastic component. The periodic component can be described by a Fourier series, mainly with a harmonic of the 12-month cycle.

The spatial extension or smoothing of the time structure parameters of the point series has been investigated by using surface-fitting techniques. In particular, polynomial functions of the space coordinates are usually used (Amoroch and Brandstetter, 1967). These techniques or surface trend analysis are extensively used in geology (Krumbel, 1969, 1963; Mandelbraun, 1963) for separating the relatively large-scale systematic changes in mapped data from essentially non-systematic small scale variations due to local effects or errors.

Spatial or regional structures of monthly precipitation are studied by using cross correlation coefficients (Steenhouse and Cornish, 1958; Huff and Shipp, 1969). Usually the cross correlation coefficients are expressed by various functions of the interstation distance and the orientation of the line connecting the two stations, as well as some other factors. Steenhouse and Cornish (1958) showed that the decay rate of the cross correlation coefficients with the distance and the axis of the maximal correlation are changing month by month. Yevjevich and Karplus (1973) studied the regional dependence structure of the stochastic component of monthly precipitation by using the cross correlation coefficients with ten different functions of the interstation distance and the orientation.

Karplus (1972) studied the structures of areal hydrologic process of monthly precipitation based on the concept that the process consists of deterministic components specified by periodic parameters and a stationary stochastic component, with the coefficients of the periodic parameters following regional trends. As a result of the application of this concept, the area-time process of monthly precipitation is sufficiently described by the four mathematical models:

1. Periodic functions for the periodic parameters of the mean and the standard deviation;
2. Regional trend planes;
3. Three-parameter gamma probability distribution function of the identically distributed, time independent stationary stochastic component; and
4. The regional dependence function for the stochastic component.

2.3. Multivariate Data Generation and Grid System

The data generation or the experimental Monte Carlo method has been used in hydrology for some time. The method of generating hydrologic series over an area, or multivariate series, preserves the properties of historic sequences in terms of the sample means, standard deviations, lag-one or lag-one and lag-two serial correlation coefficients, and the lag-zero cross correlation coefficients as a second-order stationary process (Fiering, 1964; Matas, 1967). The Mataas model and its modified model are used for generation of annual, seasonal, monthly, and daily precipitation (Schaake et al., 1972).

Karplus (1972) applied the method of principal components, using only the first several statistically significant principal components, to the generation of new samples of monthly precipitation and studied the effects of the number of principal components used on the generated series.

Millan and Yevjevich (1971) showed that the experimental method could give very good results by comparing the exact solution with the solution obtained by the experimental method.

With the advent of computers, introduction of the grid system facilitates storing, processing, and retrieving of a large amount of information (Solomon et al., 1968). Yevjevich and Karplus (1973) recommended the use of a systematic grid of points across an area to solve problems related to area-time processes such as droughts, especially by generating multivariate series, based on their mathematical models.

The problem of finding an appropriate grid system and grid interval has been studied indirectly in relation with the problem of areal representativeness of point information or network design of observatories (Linsley and Kohler, 1951; Huff and Neill, 1957; Steinitz et al., 1971; Rodriguez-Iturbe and Mejia, 1974; etc.).
Chapter 3

MATHEMATICAL MODEL OF MONTHLY PRECIPITATION OVER A LARGE AREA

The basic hydrologic processes such as precipitation and river run-off are four dimensional space-time random processes and usually dependent both in time and in area. When a surface is considered, the processes are reduced to three dimensional area-time processes. The series of the amount of monthly precipitation at ground level can be considered as an area-time process as long as the regional topography is fairly homogeneous. To develop mathematical models of area-time process such as monthly precipitation series, Yevjevich and Karplus (1973) gave the basic assumption that the process consists of deterministic components specified by periodic parameters and a stationary stochastic component. The coefficients of the periodic parameters follow some regional trends and the stationary stochastic component has regional characteristics such as regional dependence. Generally, the more stations used and the longer their data, the better is the area-time information of the models. The following discussions are mainly based on Yevjevich and Karplus (1973) and the more detailed procedures can be found in their work.

3.1. Deterministic and Stochastic Components

Two ways of separating deterministic and stationary stochastic components can be considered. The differences between these two methods come from how the monthly means and standard deviations are estimated. The first method is called a non-parametric method. A stationary stochastic component series \( \xi_{p,t} \) for a given station is defined by a standardized series of monthly precipitation series \( \chi_{p,t} \). That is, the observed monthly means and standard deviations are considered as the deterministic components and are removed from the monthly precipitation series. Therefore, the stochastic component is given by

\[
\xi_{p,t} = \frac{\chi_{p,t} - \bar{\chi}_t}{s_t}
\]  

(3.1)

where \( p \) and \( t \) denote the sequence of years and the month within the year, respectively, and \( \bar{\chi}_t \) and \( s_t \) are the estimated sample means and standard deviations of the monthly precipitation, respectively. The new variable \( \xi_{p,t} \) can be a second-order stationary process and can be replaced by \( \xi_{j} \) that is, \( \xi_{j} = \xi_{p,t} \) in which \( j = 12(p-1) + t \). Now \( \xi_{j} \) is the basic stochastic process to be studied. The mathematical model of area-time structures of the stochastic series may be developed from all series of \( \xi_{j} \). Models for area-time structures of the deterministic components of the monthly precipitation series can be made on the basis of \( \bar{\chi}_t \) and \( s_t \). Finally, both models can be combined together.

On the other hand, the second method is parametric, as used by Yevjevich and Karplus (1973). It is based on the assumption that once the deterministic area-time components in the parameters of the basic random variable of the monthly precipitation \( \xi_{p,t} \) have been estimated or modeled and removed from all the point-time series, a second-order stationary area-time stochastic process \( \xi_{p,t} \) would remain. That is, \( \xi_{p,t} \) is given by

\[
\xi_{p,t} = \frac{\chi_{p,t} - \bar{\chi}_t}{s_t}
\]  

(3.2)

where \( \bar{\chi}_t \) and \( s_t \) are estimated means and standard deviations by some area-time models, which are discussed later.

These two procedures are compared in Figure 3.1. In the second method, the population means and standard deviations of the monthly precipitation are estimated by using areal information besides the point values. If the model of the deterministic area-time components is derived well, the second method is more useful. However, modeling of the deterministic area-time components for a large area is difficult. When the stochastic component is of primary concern in an investigation and the area studied is fairly large, the first method is easier to apply. Although there are some differences between the two methods in separating the deterministic and stochastic components, the analysis and modeling procedures are basically the same. The following discussion will be done in this chapter. First, the mathematical model for the time structure of the monthly precipitation series at a given point is found. The model of extending the basic parameters of the deterministic components at a point to regional structures is followed. After discussing the analysis of the area-time stationary stochastic component of the monthly precipitation, the mathematical model of the area-time process of the monthly precipitation is applied to the Upper Great Plains, as a case study.

3.2. Mathematical Model for Time Structure of Monthly Precipitation

Define the random variable \( \chi_{p,t} \) as the monthly precipitation for a given station \( i \) \( (i=1,2,\ldots,M) \), with \( M \) the number of stations in a region, \( p = 1,2,\ldots,n \) the sequence of years, \( n \) the sample size expressed in years, \( t = 1,2,\ldots,12 \) month within the year. Also define \( \xi_{p,t} \) as the standardized random variable with the periodicity of the mean and the standard deviation removed from the station series as

\[
\xi_{p,t} = \frac{\chi_{p,t} - \mu_t}{\sigma_t}
\]  

(3.3)

where \( \mu_t \) is the periodic monthly mean and \( \sigma_t \) is the periodic monthly standard deviation for the station series.

The variable \( \xi_{p,t} \) can be assumed as second-order stationary and it is either independent or dependent in sequence. In the case of dependence, the general m-th order autoregressive linear dependence model is usually used. The m-th order autoregressive linear model is given in general by

\[
\xi_{p,t} = \sum_{k=1}^{m} a_k \xi_{p,t-k} + \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{j=1}^{m} \sum_{j=1}^{m} \beta_{ij} \xi_{p,t-i} \xi_{p,t-j} + \xi_{p,t}^{1/2} \omega_{p,t}
\]  

(3.4)
Method I: Non-Parametric Method

- Observed Monthly Precipitation Series
  - Estimating Monthly Means, \( m_\tau \), and Standard Deviations, \( s_\tau \).
  - Separating Stochastic Component from the Monthly Precipitation by Standardization.
  - Modeling Time and Regional Structures of Deterministic Components.
  - Combining Both Models.

Method II: Parametric Method

- Observed Monthly Precipitation Series
  - Estimating Monthly Means, \( m_\tau \), and Standard Deviations, \( s_\tau \).
  - Modeling Time and Regional Structures of \( m_\tau \) and \( s_\tau \).
  - Removing Estimated \( m_\tau \) and \( s_\tau \) by the Models from the Monthly Precipitation and Obtaining Stochastic Component.
  - Modeling Time and Regional Structures of the Stochastic Component.

Fig. 3.1. Comparison of Two Methods of Separating Deterministic and Stochastic Components.

in which \( k = i \) if \( i < j \) and \( k = j \) if \( i > j \) with \( \alpha_{k,\tau-k} \) the autoregressive coefficient at the position \( \tau-k \), which are dependent on the autocorrelation coefficients, \( \alpha_{k,\tau-k} \), and \( \mu \) is a second-order stationary and independent stochastic variable. In hydrology, the first three linear models have been used by various investigators (Yevjevich, 1964; Roessner and Yevjevich, 1966).

The periodic parameters \( \nu_\tau \) and \( \sigma_\tau \) in Eq. (3.3) are symbolized by \( \nu_\tau \). The mathematical description of the periodic variation of \( \nu_\tau \) is represented in the Fourier series analysis by

\[
\nu_\tau = \bar{\nu} + \sum_{j=1}^{h} C_j(\nu) \cos(\lambda \tau + \theta_j(\nu)) \tag{3.5}
\]

where \( \bar{\nu} \) is the average value of \( \nu_\tau \), \( C_j(\nu) \) the amplitude, \( \theta_j(\nu) \) the angular phase, \( j \) indexes the sequence of harmonics \( j = 1, 2, \ldots, h \), \( h(\nu) \) denotes the total number of significant harmonics, and \( \lambda \) is the basic frequency of the periodic process.

The general mathematical model of the time structure of \( \chi_\tau \) is expressed as

\[
\chi_\tau = \left( \bar{\mu} + \frac{1}{j=1} C_j(\nu) \cos(\lambda_j \tau + \theta_j(\nu)) \right) \nu_\tau + \left( \bar{\sigma} + \sum_{j=1}^{h} C_j(\sigma) \cos(\lambda_j \tau + \theta_j(\sigma)) \right) \frac{\sigma}{\nu_\tau} \tag{3.6}
\]

where the symbols \( \bar{\mu} \) and \( \bar{\sigma} \) for \( C_j \) and \( \theta_j \) correspond to \( \nu_\tau \) in Eq. (3.5). In case of monthly precipitation, the maximum number of harmonics for all periodic parameters is six. However, it is shown by several studies that for monthly precipitation series one, two, or a maximum of three harmonics are sufficient for each periodic parameter.

The ratio of the variance \( s^2(\nu_\tau) \) of the fitted \( \nu_\tau \) to the variance of the estimated values such as \( m_\tau \) and \( s_\tau \), is used to select the cutoff point in determining the significant \( h(\nu) \) harmonics, since the ratio increases with an increase of the number of harmonics \( h(\nu) \).

A simple model for the monthly precipitation series could be obtained under the following conditions:

1. The first harmonic with a period of 12 months alone explains most of the variance; and
2. \( \nu_\tau \) is an independent, random variable.

This simplified model, with the periodic \( \nu_\tau \) and \( \sigma_\tau \), and with the above hypotheses of time structure for the monthly precipitation, is given by

\[
\chi_\tau = \bar{\nu} + C_1(\nu) \cos(\lambda \tau + \theta_1(\nu)) \nu_\tau + \left( \bar{\sigma} + C_1(\sigma) \cos(\lambda \tau + \theta_1(\sigma)) \right) \frac{\sigma}{\nu_\tau} \tag{3.7}
\]

The \( \nu_\tau \) series is then an independent, stationary random variable at any station.

3.3. Regional Structure Model for Basic Hydrologic Parameters

Let the hypothesis be that the regional variation of any parameter can be obtained from the \( M \) point estimates \( \chi_i \) \( i = 1, 2, \ldots, M \), and be well defined in the form of a trend surface function

\[
\nu = \psi(X, Y) \tag{3.8}
\]

with \( X \) and \( Y \) the coordinates (longitude and latitude) of point positions. In sampling the population function \( \nu(X, Y) \) by a limited number of station points and limited number of observed data for each point during \( n \) years, the estimate of the function \( \nu(X, Y) \) and its coefficients by a sample fitted surface \( \hat{f}(X, Y) \) required a regression equation such as

\[
\nu = \hat{f}(X, Y) + \epsilon \tag{3.9}
\]

in which \( \epsilon \) represents the sampling errors and the difference between the true regional surface function
and the fitted function. However, \( f(X,Y) \) is usually accepted as the best estimate of \( \psi(X,Y) \).

Since \( \psi(X,Y) \) is a continuous function, it can always be expanded in a power series form. By taking a polynomial in \( X \) and \( Y \) of the \( m \)-th order, Eq. (3.8) becomes

\[
v = \beta_1 + \beta_2 X + \beta_3 Y + \beta_4 X^2 + \beta_5 XY + \beta_6 Y^2 + \ldots
 + \beta_k X^k + \beta_{k+1} X^{k-1} Y + \ldots + \beta_{k+m} Y^m + O(X,Y) \tag{3.10}
\]

where \( \beta_j, j = 1, 2, \ldots, k + m \), are regression coefficients to be estimated by the least-squares method and \( O(X,Y) \) is the remaining expansion error.

The boundaries of the trend surface are greatly affected by the estimates \( v_i \) of those stations located near the edge of a region. These estimates may introduce undesirable values of \( v_i \) at these edges, such as negative means or standard deviations, when the coefficients \( \beta_j \) of Eq. (3.10) are estimated by the least-squares method. To minimize the boundary effects, the trend surface may be fitted to a larger region having more stations, rather than the region under study with \( M \) stations. The \( \beta_j \) coefficients of Eq. (3.10) are estimated for all stations but are applied only to the small interior region defined by \( M \) stations.

To evaluate the fitted function \( \hat{v} = f(X,Y) \) of \( v = \psi(X,Y) \), the residuals \( e_i = v_i - \hat{v} \) should be analyzed. If the estimate is not good, the areal distribution of the residuals may have some patterns over a region.

### 3.4. Separation of Deterministic and Stochastic Components of Monthly Precipitation

In order to separate deterministic and stochastic components, and to obtain a second-order stationary independent stochastic process \( \xi \), two methods can be considered as mentioned earlier. As the first method is called a non-parametric method, Eq. (3.1) is directly applied for all the stations to obtain an approximate second-order stationary series \( \xi \), by using the observed means \( \mu \) and standard deviations \( \sigma \) of the monthly precipitation \( Y_{p,t} \). The second method is based on the assumption that once the deterministic area-time components in the parameters of the monthly precipitation \( Y_{p,t} \) have been established by Eqs. (3.6), (3.7), and (3.10) and removed from all point-time series by Eq. (3.2), an approximately second-order stationary independent area-time stochastic process \( \xi \) would remain.

The stochastic process \( \xi \), either by the first or the second method, can be then considered as a multi-variate, identically distributed, stationary area-time process, which is time independent but areally dependent. In other words, the point series at stations over an area are mutually dependent, identically distributed time independent variables.

### 3.5. Analysis of Area-Time Stationary Stochastic Component of the Monthly Precipitation Series

Once the deterministic component of the monthly precipitation series is separated by the first or second method, the following conditions should be checked:

1. Each series is time independent;
2. The point-time series in the region are identically distributed variables; and
3. The type of dependence among series is in the form of the mathematical regional dependence model.

The time independence of \( \xi \) is tested by using the correlograms of individual sample time series of \( \xi \). The hypothesis of identically distributed \( \xi \) for all stations in the region is tested by comparing their distribution or distribution parameters as estimated from the observed individual time series.

Once the \( \xi \)-series can be assumed as time independent, identically distributed variable, the analysis of regional dependence can be undertaken. Generally the areal dependence is studied by using the linear correlation coefficient \( \rho_{ij} \) among stations. The correlation coefficient between the series at station \( i \) and \( j \) may be a function of the absolute position of the station \( X, Y \), the interstation distance \( d_{ij} \), the orientation of the line connecting the two stations \( \phi_{ij} \) and time with the year \( \tau \). This relation is expressed by

\[
\rho = \psi(X, Y, d, \phi, \tau) \tag{3.11}
\]

For a fairly topographically, hydrologically, and meteorologically homogeneous region, the correlation coefficients may be approximated by a function of only the interstation distance and the orientation. That is, Eq. (3.11) is reduced to

\[
\rho = \psi(d, \phi) \tag{3.12}
\]

Several functions relating the estimated interstation correlation coefficient with the interstation distance and the orientation have been studied (Caffey, 1965; Stenhouse and Cornish, 1958; Karplus, 1972).

Under the consideration that the range of \( \rho \) for the function should be between zero and unity for all values of \( d \) and that for \( d = 0 \) by the definition \( \rho = 1 \), and for \( d = \infty \), \( \rho \) should be zero, the following two functions are used in this study:

\[
\rho = \exp(\beta_1 \phi) \tag{3.13}
\]

\[
\rho = \exp[(\beta_1 + \beta_2 \cos 2\phi + \beta_3 \sin 2\phi) \phi] \tag{3.14}
\]

The first model is a simple regional dependence relation between the lag-zero cross correlation coefficient and interstation distance. In this model, the dependence structure is considered to be isotropic and a simple exponential decay. On the other hand, the second model relates the lag-zero cross correlation coefficient of any pair of stations to their distance and orientation. Characteristics of this function are the rate of the decrease of the correlation coefficient with distance from the station varies with the direction and the slope is symmetrical about the station for a given axis. The direction for the least rate of the decrease of the correlation coefficient, which is called the major axis (Caffey, 1965), is given by

\[
\phi_{\text{max}} = \frac{1}{2} \tan^{-1}(\beta_3/\beta_2) \tag{3.15}
\]

where \( \phi_{\text{max}} \) is measured from the reference axis in degrees, counter-clockwise from the east in this study. The ratio of the rates of change of the correlation coefficients along the major and the minor axes shows the degree of ellipticity.
3.6. Application of the Models to the Upper Great Plains in U.S.A.

The Upper Great Plains in the United States is chosen to show how the mathematical models of monthly precipitation are applied and to analyze drought characteristics. The Upper Great Plains is an important agricultural region for production of wheat, corn, and livestock. It is considered to be fairly homogeneous topographically.

Study Area. In the area studied as shown, by Fig. 3.2, seventy-nine stations (N=79) with 30 years of monthly values (N=360) for the period 1931-1960 are selected for use in this investigation. These available data are assumed to be statistically homogeneous and are selected to avoid climatic effects of the Rocky Mountains, the Ozark Mountains, and the Great Lakes. The locations of the 79 stations are shown in Fig. 3.2.

![Image of Study Area and Location of the 79 Stations.](image)

Fig. 3.2. The Study Area and Location of the 79 Stations.

Table 3.1 gives the station identity number, which is identical to the U.S. Weather Bureau index number, station name, degrees west longitude, and degrees north latitude. The index number is prefixed by 5 for Colorado, 11 for Illinois, 13 for Iowa, 14 for Kansas, 21 for Minnesota, 23 for Missouri, 25 for Nebraska, 32 for North Dakota, 34 for Oklahoma, 39 for South Dakota, 41 for Texas, and 47 for Wisconsin.

Looking to the average monthly mean and standard deviation of the 79 stations in Figs. 3.3 and 3.4, it is clear that they have almost the same pattern. They decrease from the southeast to the northwest, though the pattern of the average monthly standard deviation is more complex, as would be expected for a parameter related to the second central moment.

Time Variation of Parameters. The monthly means for each station follow the periodic cycle of the year, which can be described by the Fourier series of Eq. (3.5). For the estimated monthly means \( \mu_t \), Eq. (3.5) takes the form

\[
\mu_t = \bar{\mu}_t + \sum_{j=1}^{\infty} C_j \cos(\lambda j t + \theta j) \]

(3.16)

where \( \bar{\mu}_t \) is the average of the monthly means \( \mu_t \).

Similarly for the estimated monthly standard deviations \( \sigma_t \), Eq. (3.5) is given by

\[
\sigma_t = \bar{\sigma}_t + \sum_{j=1}^{\infty} C_j \cos(\lambda j t + \theta j) \]

(3.17)

in which \( \bar{\sigma}_t \) is the average of the monthly standard deviation \( \sigma_t \). Once \( \bar{\mu}(u) \) and \( \bar{\sigma}(u) \) have been inferred by the method mentioned in Section 3.2, the differences \( \mu_t - \bar{\mu}_t \) and \( \sigma_t - \bar{\sigma}_t \) are considered to be random sampling variations. That is, the annual cycle of the parameters \( \mu_t \) and \( \sigma_t \) is considered with only \( \mu(u) \) and \( \sigma(u) \) significant harmonics, respectively.

For the \( \mu_t \) and \( \sigma_t \) series, \( \mu(u) = \sigma(u) = 1 \) is hypothesized and tested by statistical analysis for each of the 79 stations. Table 3.2 presents the estimated values of \( \bar{\mu}_t \), \( C_1(u) \), \( \theta_1(u) \), \( \bar{\sigma}_t \), \( C_1\sigma(u) \), \( \theta_1\sigma(u) \), and the percent of variance of both \( \mu_t \) and \( \sigma_t \), explained by the fitted 12-month harmonic of \( \mu_t \) and \( \sigma_t \) for the 79 stations. From 70.21 to 97.86 percent of the variance, or on the average 88.26 percent, is explained by the fitted 12-month harmonic in the case of \( \mu_t \), and from 49.53 to 97.84 percent of the variance, or on the average 83.90 percent, is explained by the first harmonic in the case of \( \sigma_t \). The average explained variances of \( \mu_t \) and \( \sigma_t \) by the second harmonic or 6-month harmonic are 5.01 and 5.02 percent, respectively. The second harmonic is not significant in comparison with the first harmonic.

For 72 out of the 79 stations, or 91.14 percent, more than 80 percent of the variance of \( \mu_t \) is explained by the first harmonic of \( \mu_t \) only. While in 71 out of the 79 stations, or 89.87 percent, more than 70 percent of the variance of \( \sigma_t \) is explained by the first harmonic of \( \sigma_t \). Since the explained variance by the first harmonic is large for the majority of the stations, the hypothesis of \( \mu(u) = \sigma(u) = 1 \) seems to be acceptable.

The above hypothesis can be justified by studying the correlograms of the stations 25, 29, and 52 given in Fig. 3.5. It may be noticed that the correlograms are very close to the 12-month cosine function, which indicates that the first harmonic for \( \mu_t \) is the most important and all the other harmonics could be neglected. Similar correlograms can be found for the other stations also. Thus, the values of \( \mu(u) = \sigma(u) = 1 \) satisfy the objective in obtaining the minimum number of parameters in using only the most significant harmonic, and in this case only the 12-month harmonic, as required in considering the annual cycle of the monthly means and the monthly standard deviations.

Regional Variation in Parameters. Since only the 12-month harmonic is selected to be considered as the
Table 3.1. Monthly Precipitation Stations Used for Investigation.

<table>
<thead>
<tr>
<th>Station Number</th>
<th>Index Number</th>
<th>Station Name</th>
<th>Degrees North Lat.</th>
<th>Degrees West Long.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.1564</td>
<td>Cheyenne Wells</td>
<td>38.82</td>
<td>102.35</td>
</tr>
<tr>
<td>2</td>
<td>5.3038</td>
<td>Fort Morgan</td>
<td>40.25</td>
<td>103.80</td>
</tr>
<tr>
<td>3</td>
<td>5.4413</td>
<td>Julesburg</td>
<td>41.00</td>
<td>102.25</td>
</tr>
<tr>
<td>4</td>
<td>5.9295</td>
<td>Yuma</td>
<td>40.12</td>
<td>102.73</td>
</tr>
<tr>
<td>5</td>
<td>11.3335</td>
<td>Galva</td>
<td>41.17</td>
<td>90.03</td>
</tr>
<tr>
<td>6</td>
<td>11.3930</td>
<td>Havana</td>
<td>40.30</td>
<td>90.05</td>
</tr>
<tr>
<td>7</td>
<td>11.4442</td>
<td>Jacksonville</td>
<td>39.73</td>
<td>90.23</td>
</tr>
<tr>
<td>8</td>
<td>11.7067</td>
<td>Quincy</td>
<td>39.95</td>
<td>91.40</td>
</tr>
<tr>
<td>9</td>
<td>11.8530</td>
<td>Sedan</td>
<td>41.57</td>
<td>96.17</td>
</tr>
<tr>
<td>10</td>
<td>13.0536</td>
<td>Atlantic 1 NE</td>
<td>41.42</td>
<td>95.00</td>
</tr>
<tr>
<td>11</td>
<td>13.2208</td>
<td>Des Moines WB City</td>
<td>41.58</td>
<td>95.62</td>
</tr>
<tr>
<td>12</td>
<td>13.5230</td>
<td>Mason City 3 N</td>
<td>43.18</td>
<td>95.20</td>
</tr>
<tr>
<td>13</td>
<td>13.6391</td>
<td>Ottumwa</td>
<td>41.00</td>
<td>92.43</td>
</tr>
<tr>
<td>14</td>
<td>13.7161</td>
<td>Rockwell City</td>
<td>42.40</td>
<td>94.62</td>
</tr>
<tr>
<td>15</td>
<td>14.1769</td>
<td>Concordia WB City</td>
<td>39.57</td>
<td>97.67</td>
</tr>
<tr>
<td>16</td>
<td>14.1766</td>
<td>Council Grove</td>
<td>38.67</td>
<td>96.50</td>
</tr>
<tr>
<td>17</td>
<td>14.2445</td>
<td>Elsworth</td>
<td>38.73</td>
<td>98.33</td>
</tr>
<tr>
<td>18</td>
<td>14.3759</td>
<td>Holton</td>
<td>39.47</td>
<td>95.73</td>
</tr>
<tr>
<td>19</td>
<td>14.4421</td>
<td>La Cygne</td>
<td>38.35</td>
<td>94.77</td>
</tr>
<tr>
<td>20</td>
<td>14.5173</td>
<td>Medicine Lodge</td>
<td>37.27</td>
<td>98.58</td>
</tr>
<tr>
<td>21</td>
<td>14.6374</td>
<td>Phillipsburg</td>
<td>37.99</td>
<td>99.32</td>
</tr>
<tr>
<td>22</td>
<td>14.6427</td>
<td>Plainfield</td>
<td>37.27</td>
<td>100.58</td>
</tr>
<tr>
<td>23</td>
<td>14.6657</td>
<td>Quinter</td>
<td>39.07</td>
<td>100.23</td>
</tr>
<tr>
<td>24</td>
<td>14.7124</td>
<td>Sedgwick</td>
<td>37.12</td>
<td>96.17</td>
</tr>
<tr>
<td>25</td>
<td>14.7513</td>
<td>Sedgwick</td>
<td>37.92</td>
<td>97.45</td>
</tr>
<tr>
<td>26</td>
<td>14.8186</td>
<td>Toronto</td>
<td>37.80</td>
<td>95.95</td>
</tr>
<tr>
<td>27</td>
<td>21.0783</td>
<td>Bird Island</td>
<td>44.77</td>
<td>94.90</td>
</tr>
<tr>
<td>28</td>
<td>21.1630</td>
<td>Croquet For. Res. Cent</td>
<td>46.68</td>
<td>92.50</td>
</tr>
<tr>
<td>29</td>
<td>21.2142</td>
<td>Detroit Lakes 1 NNE</td>
<td>46.85</td>
<td>95.85</td>
</tr>
<tr>
<td>30</td>
<td>21.2737</td>
<td>Farmington 3 NW</td>
<td>44.67</td>
<td>93.18</td>
</tr>
<tr>
<td>31</td>
<td>21.2810</td>
<td>Ferguson Falls</td>
<td>46.28</td>
<td>95.77</td>
</tr>
<tr>
<td>32</td>
<td>21.3411</td>
<td>Gull Lake Dam</td>
<td>46.42</td>
<td>94.35</td>
</tr>
<tr>
<td>33</td>
<td>21.4652</td>
<td>Leech Lake Dam</td>
<td>47.25</td>
<td>94.22</td>
</tr>
<tr>
<td>34</td>
<td>21.5020</td>
<td>Mahoning Mine</td>
<td>47.47</td>
<td>92.98</td>
</tr>
<tr>
<td>35</td>
<td>21.5400</td>
<td>Milan</td>
<td>45.12</td>
<td>95.93</td>
</tr>
<tr>
<td>36</td>
<td>21.5615</td>
<td>Mora</td>
<td>45.68</td>
<td>93.30</td>
</tr>
<tr>
<td>37</td>
<td>21.6565</td>
<td>Pipe Stone</td>
<td>44.60</td>
<td>96.30</td>
</tr>
<tr>
<td>38</td>
<td>21.7087</td>
<td>Roseau Power Plant</td>
<td>48.85</td>
<td>95.77</td>
</tr>
<tr>
<td>39</td>
<td>21.8602</td>
<td>Waconia Expt. Farm</td>
<td>44.07</td>
<td>93.52</td>
</tr>
<tr>
<td>40</td>
<td>21.9046</td>
<td>Winnebago</td>
<td>43.77</td>
<td>94.17</td>
</tr>
</tbody>
</table>

Table 3.1 presents the percent of variance of $m_x, 1; c_1(x), \phi_1(x)$, $s_x, 1; c_1(x), \phi_1(x)$, explained by the fitted polynomial functions with various orders up to the fifth. These equations are:

\[ m_x, 1 = 2.4114 - 0.0991V + 0.1203X + 0.0026V^2 - 0.0046X^2 + 0.0105XY \]  

(3.18)

\[ s_x, 1 = 1.4909 - 0.0489X - 0.0943Y - 0.0042X^2 + 0.0051Y^2 + 0.0081XY \]  

(3.19)
Fig. 3.5. Correlograms of the Monthly Precipitation Series for Stations 25, 29, and 52.

Fig. 3.6. Isolines of the Amplitude, \( C_1(\omega) \), of the First Harmonic of Monthly Means.

\[
C_{1,i}(\omega) = 1.7538 - 0.0225X - 0.0173Y - 0.0155X^2 - 0.0092Y^2 - 0.0173XY + 0.0011X^3 + 0.0025X^2Y + 0.0012XY^2 + 0.0011Y^3
\]  \hspace{1cm} (3.20)

\[
\theta_{1,i}(\omega) = 2.8450 + 0.0314X - 0.0020Y + 0.0037X^2 + 0.0069XY - 0.0004X^3 - 0.0004X^2Y - 0.0009XY^2 - 0.0008Y^3
\]  \hspace{1cm} (3.21)

Fig. 3.7. Isolines of the Angular Phase, \( \theta_1(\omega) \), of the First Harmonic of Monthly Means.

Fig. 3.8. Isolines of the Amplitude, \( C_1(\sigma) \), of the First Harmonic of Monthly Standard Deviations.

\[
C_{1,i}(\sigma) = 0.8349 - 0.0250X - 0.0605Y - 0.0055X^2 - 0.0094XY + 0.0210Y^2 + 0.0008X^3 + 0.0025X^2Y - 0.0013X^2 - 0.0010Y^2 + 0.0006X^4 + 0.0001X^3Y^2 - 0.0001X^2Y + 0.0001X^4
\]  \hspace{1cm} (3.22)
Yevjevich and Karplus (1973) had the same difficulties over the area used, which was much smaller than the area used in this study. They tried to infer that the ratios of $C_{1}(u)/m_{r}$, $s_{r}/m_{r}$, and $C_{1}(v)/m_{r}$ were constants over the area. The other method to resolve this difficulty in fitting is to divide the total area into subareas, and to find a different model for each subarea.

With the above regional models for the basic parameters, the second-order stationary component $x_{p,r}$ for any station series is given by

$$x_{p,r} = x_{p,r} - m_{r} - C_{1}(u) \cos \left[ \frac{\pi}{r} + \theta_{1}(u) \right]$$

$$\frac{s_{r}}{s_{r} + C_{1}(u) \cos \left[ \frac{\pi}{r} + \theta_{1}(u) \right]}$$

Separation of Stochastic Component from Monthly Precipitation Series. Since the mathematical model of area-time process of the monthly precipitation is not estimated well, the stochastic component given by Eq. (3.24) cannot be assumed to be a second-order stationary process. Therefore, the non-parametric method of separating the stochastic component from monthly precipitation series is used. The stochastic component is defined by

$$x_{p,r} = x_{p,r} - m_{r}$$

with the subscript $p,r$ then replaced by $j$, $x_{p,r}$ by $x_{j}$, and $j = 12(p-1) + r$. The next study is to analyze properties of the stochastic component $x_{j}$.

Test of Time Independence of Stationary Stochastic Component. In order to test whether $x_{j}$ is an independent stationary stochastic process, the correlogram of each series $x_{j}$ of the 79 monthly precipitation series is tested for significant departures. Some of the correlograms are shown in Fig. 3.10. The test is carried out with the 95 percent tolerance limits for the correlogram of an independent series. Only the first twenty lags of correlograms were checked. The 95 percent tolerance limits, $r_{u,j}$ and $r_{l,j}$, for an independent series are given by

$$r_{u,j} = \frac{-1 + t \sqrt{N - k - 2}}{\sqrt{N - k - 1}}$$

$$r_{l,j} = \frac{-1 - t \sqrt{N - k - 2}}{\sqrt{N - k - 1}}$$

with $k$ = the lag, $t = 1.96$ being the deviate from the standard normal distribution for a two-tail test that $\rho_{k} = 0$ for $k > 0$ for the $x_{j}$ series, and $N$ = the sample size. Table 3.4 presents the number of $r_{k,j}$ values for the lags 1 through 30, which are outside the tolerance limits for the 79 stations. The percentage of the total number of the serial correlation coefficients which are outside the 95 percent tolerance limits is 6.3%, which is a little higher than the expected value of five percent. Among the serial correlation coefficients, $r_{1,j}$, which are often outside the tolerance limits, only the first correlation coefficient $r_{1,j}$ is prominent. This fact is important because the $r_{1,j}$ is affected by some small dependence in the monthly precipitation series due to the dependence in the monthly precipitation series due to the inherent in meteorological processes from day to day. However, only 15 out of 79 stations have significant differences of the first correlation coefficient from $\rho_{1} = 0$. The stochastic component of
Analysis of Independent Identically Distributed Stochastic Component. For the further mathematical description of monthly precipitation series, it is necessary to determine the probability distribution function of the $\xi$-series. It is more important to transform the distribution of the stochastic component $\xi$ into a normal distribution than to determine the exact distribution of the stochastic component itself, because the normal distribution is convenient for the generation of multivariate stationary series, and the $\xi$ has usually a positively skewed distribution. The problem is what transformation should be used to transform $\xi$ into a normal distribution. Generally logarithmic, square-root, cube-root, and similar transformations are used (Stodd, 1955; Kirby, 1972). Suzuki (1968) developed a way of finding the root which can be taken in transformation to obtain a symmetric (not necessarily normal) distribution from an asymmetrical distribution. The exponent $e$ required to normalize the distribution is found from the following two equations:

$$Q^{0.16N} + Q^{0.84N} - 2Q^{0.5N} = 0$$  \hspace{1cm} (3.27)

$$Q^{0.25N} + Q^{0.75N} - 2Q^{0.5N} = 0$$  \hspace{1cm} (3.28)

where $N$ is the sample size and $Q(\cdot)$ is an ascending ordered value of the concerned variable. The exponent $e$, satisfying the above two equations, can be found by Newton’s approximation method. The simple way of finding the exponent, suggested by Suzuki (1968), is used in this study. The approximated values of the $e$ are given by

$$e_1 = \log_2[\log Q(0.84N) - \log Q(0.5N)]$$  \hspace{1cm} (3.29)

and

$$e_2 = \log_2[\log Q(0.75N) - \log Q(0.5N)]$$  \hspace{1cm} (3.30)

while the difference terms are given by

$$\Delta e_1 = [Q(0.16N)/Q(0.84N)]^{e_1}/[\log Q(0.5N)]$$  \hspace{1cm} (3.31)

and

$$\Delta e_2 = [Q(0.25N)/Q(0.75N)]^{e_2}/[\log Q(0.5N)]$$  \hspace{1cm} (3.32)

Finally, the estimate $e$ is given by

$$e = (e_1 + \Delta e_1 + e_2 + \Delta e_2)/2$$  \hspace{1cm} (3.33)

Since the stochastic component of monthly precipitation series is standardized, thus having negative values, a direct application of the above method to $\xi$ series is not feasible. A rate of transformation is the same in both directions with regard to the mean or zero and the skewed shape is not transformed well by direct application. Therefore, $(\xi + c)$-series is used in this transformation. The $c$ may be a parameter rather than a constant. However, it is not easy to find simultaneously the best estimates of these two parameters. In this study, $c$ is considered a constant. To obtain a general idea of the value of $e$, the minimum values of $\xi$ for each station are taken as constants. In this approach, the average value of the exponent was 0.348, with the standard deviation of 0.164 and
the range of values from -0.078 to 0.778. Since the average value of the estimated exponent is close to 0.335 and no special pattern of the areal distribution can be found, the cube-root transformation is chosen to make the distribution of the stochastic component normal. The cube-root transformation was used for the same purpose by Karplus (1972).

The new series \( \zeta \), whose values are all or almost all positive, is defined by adding a certain constant to the stochastic component and taking the cube-root, that is,

\[
\zeta = (\xi + c)^{1/3}.
\]  

(3.34)

The absolute minimum values of \( \xi \) for each station, denoted by \( |\zeta_{\min}| \), and their average value of 1.7653 are taken as constants. The goodness of fit of the normal distribution to the \( \zeta \)-series is determined. The chi-square values for the 79 fits are computed using ten class intervals of equal probability with seven degrees of freedom at the 0.95 percent tolerance limit. For the \( |\zeta_{\min}| \) as the constant, 60 out of the 79 stations were accepted to be normally distributed, but with different means and standard deviations. For the average minimum, or 1.7653, only 49 stations were accepted. The distribution of the \( \zeta \)-series over the area may be approximated by the normal distribution. Distributions are not identical for each station, however. Therefore, further steps are needed to obtain time independent, but regionally dependent, identically distributed normal variable.

On the basis of the above analysis, the \( \zeta \)-series are assumed to be defined by the standard normal variable \( v \), as

\[
\zeta = (1.1604 + 0.2581v)^3 - 1.7653.
\]  

(3.35)

The three constants, 1.1604, 0.2581, and 1.7653, are the averages of the means and standard deviations of the 79 series of \( \zeta \), for \( |\zeta_{\min}| \) as the constant, and the average value of \( |\zeta_{\min}| \), respectively. If the relation given by Eq. (3.35) is accepted for the area, the \( \zeta \)-series can be assumed independent identically distributed random variable. The expected value and the expected variance of \( \zeta \) can be calculated analytically when \( v \) is a standard normal variable. For a standard normal distribution, the \( k \)-th moment \( \mu_k \) is given by

\[
\mu_k = \frac{1}{2\pi} \int_{-\infty}^{\infty} x^k e^{-x^2/2} \, dx.
\]  

(3.36)

When \( k \) is an odd number, \( x^k e^{-x^2/2} \) in Eq. (3.36) is an odd function, and its integration from \(-\infty \) to \( \infty \) gives zeros. For \( k \) even, Eq. (3.36) becomes

\[
\mu_k = 1 \cdot 3 \cdot 5 \cdots (k-1), \quad (k=2,4,6,\cdots)
\]  

(3.37)

Since the first six moments of a standard normal variable are \( E(v) = E(v^3) = E(v^5) = 0, E(v^2) = 1 \), \( E(v^4) = 3 \), and \( E(v^6) = 15 \), the expected value and variance of \( \zeta \) are

\[
E(\zeta) = E[(1.1604 + 0.2581v)^3 - 1.7653] = -0.0054
\]  

and

\[
Var(\zeta) = E[(\zeta - E(\zeta))^2] = 1.0809
\]  

(3.39)

After the distribution function of \( \zeta \) is calculated from the distribution function of the standard normal distribution, the comparison of the observed frequency distribution with the assumed distribution function of \( \zeta \) is carried out by the Kolmogorov-Smirnov test at the five percent level of significance, though it is a weak test. Some comparisons are shown in Fig. 3.11. Only two out of the 79 tests give significant test statistics. That is, the maximum differences of probabilities of distribution curves, \( D_{\text{max}} \) for these two stations are bigger than the critical value of Kolmogorov-Smirnov statistic of \( D = 0.0717 \), for the sample size \( N = 560 \). Thus the 79 series of \( \xi \) of the area can be considered as independent identically distributed random variable, defined by Eq. (3.35).

![Fig. 3.11. Theoretical Distribution of \( \xi \) (1), the Corresponding 95 Percent Tolerance Limits (2) and (3) for the Use of Kolmogorov-Smirnov Statistic Tests, and Two Observed Frequency Distributions of Station 1 (4) and Station 52 (5).](image)

Regional Dependence Structure for Stochastic Component. The regional dependence of the identically distributed series of stationary stochastic variables is analyzed by using the lag-zero cross correlation coefficients as related to the interstation distance \( d \) and the orientation \( \phi \). The two models discussed in Section 3.5 are studied for the standardized stochastic component \( \xi \) and the transformed series \( \zeta \), which are defined in the previous Section. Figures 3.12, 3.13, and 3.14 present relations of the \( (r,d) \) point and figures of isolines of the interstation cross correlation coefficients from a given center station. The correlation structure is not isotropic as shown in Fig. 3.13. In the Upper Great Plains, the decay of correlation coefficient for the north-south direction is higher than that for the east-west direction. Those figures support the two models

\[
r = \exp(\beta_1 d)
\]  

(3.40)

and

\[
r = \exp[(\beta_1 + \beta_2 \cos 2\phi + \beta_3 \sin 2\phi) d]
\]  

(3.41)
Fig. 3.12. Lag Zero Cross Correlation Coefficient, \( r \), Versus the Interstation Distance, \( d \), and the Fitted Function \( r = \exp(-0.00418d) \) for the Stochastic Component of Monthly Precipitation.

![Graph showing lag zero cross correlation coefficient versus interstation distance.]

The unknown coefficients in Eqs. (3.40) and (3.41) are estimated by using a nonlinear least-squares fitting procedure, which is available in the Biomedical Computer Programs (Dixon, 1969). The 3081 values of \( r \), \( d \), and \( \phi \) are used to estimate the coefficients. The results are summarized in Table 3.5. For the different series, the two types of regression explain over 80 percent of the variance of \( r \). There are little differences between the estimated coefficients of the original and the transformed series, though the maximum orientation of the original series is a little bigger than those of the transformed series. The transformation of the series does not affect the correlation structure of the original series, which is the same conclusion as that made in the study by Huff and Shipp (1969). Since the differences of the explained variances by Eq. (3.41) from those by Eq. (3.40) are only three percent higher, thus introducing the complication and the additional labor by using Eq. (3.41), the increased accuracy does not seem worthwhile. Therefore, the model given by Eq. (3.40) is used in consequent investigations.

Under the circumstances, the regional dependence structure of the series \( u \) is defined by

\[
\tau = \exp(-0.00402d) \quad (3.42)
\]

However, the regional dependence structure of the original series \( \xi \) is defined by

\[
\tau = \exp(-0.00418d) \quad (3.43)
\]
Table 3.5. Fitting Models $\rho = f(d, \phi)$ for the Regional Dependence for the Sample Size $N=3081$.

<table>
<thead>
<tr>
<th>Series</th>
<th>Regression Equation</th>
<th>Explained Variance</th>
<th>$\phi_{max}$</th>
<th>Ellipticity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>$r = \exp(-0.00418d)$</td>
<td>80.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\xi - \xi_{\text{min}})^{\frac{1}{3}}$</td>
<td>$r = \exp(-0.00402d)$</td>
<td>80.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\xi + 1.7653)^{\frac{1}{3}}$</td>
<td>$r = \exp(-0.00410d)$</td>
<td>79.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\xi$</td>
<td>$r = \exp([-0.00416 + 0.00048\cos2\phi + 0.00023\sin2\phi]d]$</td>
<td>83.1%</td>
<td>12.98</td>
<td>0.773</td>
</tr>
<tr>
<td>$(\xi - \xi_{\text{min}})^{\frac{1}{3}}$</td>
<td>$r = \exp([-0.00402 + 0.00055\cos2\phi + 0.00006\sin2\phi]d]$</td>
<td>83.4%</td>
<td>3.05</td>
<td>0.758</td>
</tr>
<tr>
<td>$(\xi - \xi_{\text{min}})^{\frac{1}{3}}$</td>
<td>$r = 0.922\exp(-0.00404d) + 0.078$</td>
<td>82.7%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 4
MULTIVARIATE DATA GENERATION AT A NEW GRID OF POINTS

The data generation or the experimental Monte Carlo method is useful when problems are too complicated to be analyzed analytically. In hydrologic problems associated with area and time or space and time, the main concern is for the areal or spatial distribution and the variation in time. Since the present observational points are located irregularly over an area, representing different area sizes, the estimates of areal distributions are made by drawing the isohyetal maps and measuring enclosed areas by a planimeter. This is time consuming work, subject to some errors. The generation of new samples of data at a new systematic grid of points can help to solve the above problem, by using the models as discussed in Chapter III, since the models condense the areatime information. Hence, the solution of the problems involved may be dissociated from the set of observational stations.

4.1. Multivariate Generation Method

To generate hydrologic series at points over an area, or generate multivariate sample series, the cross correlation coefficients between stations over the area must be considered as well as the series means, variances, skewness coefficients, and serial correlation coefficients (Fiering, 1964; Matalas, 1967). A rather simple way of generating multivariate series is based on a multivariate second-order stationary generating process, which is discussed by Matalas (1967) and Young and Pisano (1968).

The multivariate generation of samples of the stochastic component of the monthly precipitation, or \( \xi \), is the subject of this study, and its model is then

\[
\xi_{j+1} = A \xi_j + B u_{j+1}
\]  
(4.1)

with \( j \) the month, \( A \) and \( B \) the \( (M \times M) \) diagonal matrices, \( \xi_{j+1} \) a \( (N \times 1) \) matrix. The variable \( \xi \) should be considered normally distributed with mean zero and variance unity. When \( \xi \) is not normally distributed, transformations such as logarithmic and cube-root are made to approach a normal distribution as closely as possible. Therefore, \( \xi \) and \( u \) follow the standard normal distribution, and \( E(\xi) = 0 \), \( E(u) = 0 \), \( \text{Var}(\xi) = 1 \), and \( \text{Var}(u) = 1 \). The matrices \( A \) and \( B \) are given by

\[
A = RR_0^{-1}T
\]  
(4.2)

and

\[
B = R_0 - RR_0^{-1}T_R
\]  
(4.3)

where \( R_0 \) is the lag-zero cross correlation matrix of \( \xi \), \( R_1 \) is the lag-one serial correlation matrix, \( R_0^{-1} \) is the inverse of \( R_0 \), and \( B^T \) and \( R_1^T \) are the transposes of \( B \) and \( R_1 \), respectively. Equations (4.2) and (4.3) define the coefficients of matrices \( A \) and \( B \). The solution for \( B \) can be obtained either by orthogonalization or recursive scheme technique, or by principal component technique (Matalas, 1967; Young and Pisano, 1968).

In general, the stochastic component of the monthly precipitation can be assumed to be independent, then Eqs. (4.2) and (4.3) are reduced to the following forms

\[
A = 0
\]  
(4.4)

and

\[
B = R_0
\]  
(4.5)

For the generation at a new grid point instead of the original stations, the lag-zero cross correlation matrix \( R_0 \) can be defined by regional dependence model such as Eq. (3.42).

4.2. Determination of Grid System

One of the important problems in using the grid system is how to define the system, especially the grid interval which determines, to a large extent, the accuracy of the representation.

The objective and general method of designing the grid network has not been established. Determination of the grid system may depend upon the phenomenon studied, the scale of area studied, the needed accuracy of results, and economic restrictions. Among several kinds of grid systems such as square, rectangular, and triangular ones, a square grid system is exclusively considered in this study because the correlation structure in the Upper Great Plains is assumed to be isotropic. If the regional dependence structure is anisotropic or elliptic like that of Eq. (3.19), a rectangular grid system with the major and minor axes of the ellipse as the sides of the rectangles may be better to give the equal weights to information available for all directions.

Considering the scale of the area, the number of the original stations used in modeling, and a capacity of the available computer, the number of the grid points in this study was selected to be around one hundred, giving a grid interval of about one hundred miles. On the basis of these considerations, the grid interval is decided by the criterion that a correlation coefficient \( r \) between the value at a grid point and the average value of the area represented by the grid point is higher than a certain value. From purely statistical grounds, one might plausibly choose an acceptable value of the coefficient of determination such as \( r^2 = 0.8 \) and 0.9. The procedure of obtaining this correlation coefficient is as follows.

A \( (1 \times L) \) - square area consisting of \( (L \times L) \) smaller squares, as shown in Fig. 4.1, is considered to be an area represented by a grid point located in the middle area. Assuming that each small area \( (\xi \times \xi) \) is homogeneous and the point in the middle of each area represents that area properly, the mean value of the big square area is given by the average of values of these small squares. Let \( \xi_1 \) and \( \xi_c \) denote the value of the small square \( i \) and the value of the representative point \( c \), respectively. The number of the small squares is denoted by \( n \). Then the average value \( \xi \) is given by

\[
\bar{\xi} = \frac{1}{n} \sum_{i=1}^{n} \xi_i
\]  
(4.6)

Since \( \xi \) is standardized, the mean, variance, and covariance are given by \( E(\xi) = 0, \text{Var}(\xi) = 1, \text{Cov}(\xi, \xi) = \rho \).

Since \( \xi \) is standardized
Fig. 4.1. Graph for Determining the Grid Interval \( L \) on the Basis of the Correlation Coefficient of \( \xi_c \) and the Average Value \( \bar{\xi} = \frac{1}{n} \sum_{i=1}^{n} \xi_i \), where \( \xi_i \) Represents Values of the Small \((\ell \times \ell)\) Squares.

and \( \text{Cov}(\xi_i, \xi_j) = r_{ij} \), where \( r_{ij} \) is the cross correlation coefficient given by Eq. (3.43). The mean and variance of \( \bar{\xi} \) and the covariance of \( \xi_c \) and \( \bar{\xi} \) are given by

\[
E(\bar{\xi}) = 0 ,
\]

\[
\text{Var}(\bar{\xi}) = \text{Var}\left[\frac{1}{n}(\xi_1 + \xi_2 + \ldots + \xi_n)\right]
= \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} r_{ij} ,
\]

and

\[
\text{Cov}(\xi_c, \bar{\xi}) = \text{Cov}[\xi_c, \frac{1}{n}(\xi_1 + \xi_2 + \ldots + \xi_n)]
= \frac{1}{n} \sum_{i=1}^{n} r_{ci} .
\]

Then the correlation coefficient of \( \xi_c \) and \( \bar{\xi} \) is

\[
r = \frac{\text{Cov}(\xi_c, \bar{\xi})}{\sqrt{\text{Var}(\xi_c)\text{Var}(\bar{\xi})}}
= \frac{\text{Cov}(\xi_c, \bar{\xi})}{\text{Var}(\bar{\xi})}^{1/2} .
\]

Because the value of ten miles for \( L \) can be reasonable for the monthly precipitation, the correlation coefficients are calculated for a several set of \( n \) and \( L \) with \( L = 10 \) miles. The results are shown in Table 4.1. When \( r^2 = 0.9 \) is taken as the criterion to define the grid system, the grid interval of 100 miles is chosen from Table 4.1. For \( r^2 = 0.8 \), the grid interval of 200 miles is chosen. Considering these values as well as the previously described conditions, the 100-mile grid interval is chosen in this study.

To cover the study area, a \((10 \times 8)\) square grid system with 100-mile grid interval is chosen for the generation of new samples and the investigation of statistical characteristics. Each station represents an area of 10,000 square miles, which is called here a unit-area. The grid system covers a total of 800,000 square miles, or 80 unit-areas. Figure 4.2 shows the grid system over the area studied and the location of the new eighty stations or points.

| Table 4.1. Correlation Coefficients of the Areal Representative Value \( \xi_c \) and Its Areal Average \( \bar{\xi} \) for Various Grid Interval \( L \) Consisting of \( n \) Small \((\ell \times \ell)\) Square Miles Areas. |
|---|---|---|---|---|
| \( n \) | \( \ell \) | \( L \) | \( r \) | \( r^2 \) |
| 9 | 10.0 | 50.0 | 0.9861 | 0.9723 |
| 25 | 10.0 | 50.0 | 0.9759 | 0.9524 |
| 49 | 10.0 | 70.0 | 0.9661 | 0.9334 |
| 81 | 10.0 | 90.0 | 0.9563 | 0.9145 |
| 121 | 10.0 | 110.0 | 0.9467 | 0.8962 |
| 169 | 10.0 | 130.0 | 0.9372 | 0.8783 |
| 225 | 10.0 | 150.0 | 0.9275 | 0.8602 |
| 289 | 10.0 | 170.0 | 0.9181 | 0.8428 |
| 361 | 10.0 | 190.0 | 0.9086 | 0.8255 |

Fig. 4.2. Grid System (Big Points) with 100-Mile Grid Interval over the Upper Great Plains and Observed Stations (Small Points) with Their Series Used for Objectives of Modeling.

4.3. Checking the Generated Samples

The sample series of \( \xi \), each 1200 months long, are generated at the selected 80 grid points by preserving the mean, variance, and lag-zero cross correlation coefficient, as defined by Eqs. (3.35) and (3.43). The mean, standard deviation, skewness coefficient, excess coefficient, and the minimum value for the generated samples of the 80 stations, each sample 500 months long, are given in Table 4.2. The generated samples could be accepted without a rigorous statistical test, because the multivariate generation of
Table 4.2. Statistics of Generated Samples Each of N = 500 Months, with Extremes Underlined, and Values Outside the 95% Tolerance Limits with the Sign*.

<table>
<thead>
<tr>
<th>Station</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Skewness Coefficient</th>
<th>Excess Coefficient</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.9092</td>
<td>1.0145</td>
<td>1.0755</td>
<td>1.6318</td>
<td>-1.7659</td>
</tr>
<tr>
<td>2</td>
<td>0.9084</td>
<td>1.0464</td>
<td>1.0797</td>
<td>1.6784</td>
<td>-1.7400</td>
</tr>
<tr>
<td>3</td>
<td>1.9098</td>
<td>1.0568</td>
<td>1.0864</td>
<td>1.7079</td>
<td>-1.7200</td>
</tr>
<tr>
<td>4</td>
<td>2.9098</td>
<td>1.0604</td>
<td>1.0924</td>
<td>1.7374</td>
<td>-1.7000</td>
</tr>
<tr>
<td>5</td>
<td>3.9098</td>
<td>1.0633</td>
<td>1.0984</td>
<td>1.7675</td>
<td>-1.6800</td>
</tr>
<tr>
<td>6</td>
<td>4.9098</td>
<td>1.0662</td>
<td>1.1043</td>
<td>1.7976</td>
<td>-1.6600</td>
</tr>
<tr>
<td>7</td>
<td>5.9098</td>
<td>1.0691</td>
<td>1.1103</td>
<td>1.8277</td>
<td>-1.6400</td>
</tr>
<tr>
<td>8</td>
<td>6.9098</td>
<td>1.0721</td>
<td>1.1162</td>
<td>1.8578</td>
<td>-1.6200</td>
</tr>
<tr>
<td>9</td>
<td>7.9098</td>
<td>1.0750</td>
<td>1.1222</td>
<td>1.8879</td>
<td>-1.6000</td>
</tr>
<tr>
<td>10</td>
<td>8.9098</td>
<td>1.0780</td>
<td>1.1282</td>
<td>1.9180</td>
<td>-1.5800</td>
</tr>
</tbody>
</table>

For the mean, the 95 percent tolerance limits, \( m_\mu \) and \( m_\sigma \), are given by:

\[
m_{u, l} = \mu \pm 1.96\sigma/\sqrt{N}
\]

For \( \mu = -0.0054 \) and \( \sigma = 1.0397 \), then \( m_\mu = 0.0857 \) and \( m_\sigma = -0.0965 \). In case of the standard deviation, the 95 percent tolerance interval is defined by:

\[
s^2 \leq \frac{X^2 \cdot 0.025}{499} \leq s^2 \leq \frac{X^2 \cdot 0.975}{499}
\]

For \( \sigma = 1.0397 \), \( X^2 \cdot 0.025 = 439.0701 \), and \( X^2 \cdot 0.975 = 562.7223 \), then Eq. (4.12) gives

\[
0.9375 \leq s < 1.0615
\]

The 95 percent tolerance limits for the serial correlation coefficients with the lag \( k \) are given by Eq. (3.26), namely:

\[
T_{u, l} = \frac{-1 \pm 1.96\sigma/\sqrt{N-k}}{499 - k}
\]

The tolerance limits for the zero lag cross-correlation coefficient as related to distance \( d_i \), defined by Eq. (3.43), was found by transforming the estimated values into the Fisher's \( Z \) variable. The 95 percent tolerance limits for \( Z \) are:

\[
z_{u, l} = \frac{z \pm 1.96\sigma}{1 + 0.965}
\]

where \( z = \text{tanh}^{-1} \rho \), \( \sigma = 1/\sqrt{N} \), and \( \rho = \exp (-0.00484d) \). Then these 95 percent tolerance limits are converted back into \( T_{u, l}(d) \) by:

\[
T_{u, l}(d) = \text{tanh}z_{u, l}
\]

Using these above tolerance limits, the statistics are tested. For the means, nine out of 80 stations, or 12.5 percent of stations, showed values outside the 95 percent tolerance limits. For the standard deviation, eight out of 80 stations, or ten percent of total stations, were outside the tolerance limits. Though for both statistics the numbers of stations outside the 95 percent tolerance limits were somewhat larger than four (5 percent of stations), the deviations are not very large.

Table 4.3 shows the number of stations, whose serial correlation coefficients are outside the 95 percent tolerance limits. Though the serial correlation coefficient for the lag three is often outside the tolerance limits, the generated samples as a whole were considered to be time independent, because the total percentage of the stations with the \( r_k \) outside the tolerance limits was small, 3.88 percent. Figure 4.3 presents some randomly selected cross-correlation coefficients of the generated samples versus the interstation distance, with the original regional correlation function and its corresponding 95 percent tolerance limits. The points outside the tolerance limits are few. Therefore, the regional dependence structure was preserved in the generated samples. The time and regional structures were well preserved.
Table 4.3. Number of Serial Correlation Coefficient of the 80 Generated Samples, Which are Outside the 95 Percent Tolerance Limits of the Independent Series.

<table>
<thead>
<tr>
<th>Lags</th>
<th>Number of Stations Outside 95% T. L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>12 (15.0%)</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>62 (3.88%)</td>
</tr>
</tbody>
</table>

The average of the skewness coefficients for the generated samples was greater than that of the original series. The excess coefficients for the generated samples were very scattered, with their average value much greater than the average value of the original series. The difference between the minima of the generated and original samples was not large, but their standard deviation was different, which may come from the model of the stochastic component defined by Eq. (3.35). Border effects on generation seem to exist in locations of occurrences of extreme values. That is, the extreme values seem to occur around the border more often than in the middle of the area. However, a rigorous statistical test was not carried out.

In view of these tests and considerations, the generated samples for the stochastic component of the monthly precipitation series can be accepted as approximately a time independent, second-order stationary process, with the regional dependence defined by Eq. (3.43).
Chapter 5
EXPERIMENTAL METHOD OF ANALYSIS OF AREAL DROUGHT CHARACTERISTICS

The monthly precipitation is a periodic-stochastic process, because each month has a different mean and a different standard deviation. Therefore, the time position inside the year is an important factor in the analysis of discrete time series with their interval a fraction of the year. The stochastic component inside the monthly precipitation series is approximately a second-order stationary, identically distributed stochastic process in most cases. In this Chapter, only the stochastic component is analyzed in order to derive general characteristics of regional droughts. Drought characteristics of monthly precipitation are discussed in Chapter VI.

The generated samples at the 80 station points of the i.i.d. process of $\xi_i$ with the length of 1200 monthly values for each sample, are based on the models developed in Chapter III. These samples are then used to investigate the areal drought characteristics. As shown in Fig. 4.2, these 80 stations of the selected grid cover an area larger than the area of the Upper Great Plains, from whose observational stations the models were inferred. Since the coverage of this larger area does not seem to influence the general characteristics obtained on droughts of the Upper Great Plains, the generated series at the 80 stations are used without further modification.

5.1. Definition of Droughts and Development of Indices of Drought Characteristics

In this study, a drought is defined by using the differences between the water supply and water demand series. The water supply series are defined by the stochastic component in the monthly precipitation, which is assumed to be a time independent stationary stochastic process. The water demand series are given either by the mean of the stochastic component or by its probability quantiles as

$$ Q = F(\xi_0) = P(\xi < \xi_0). \tag{5.1} $$

To analyze the general drought characteristics, the mean of the stochastic component may be used as the truncation level. For a standardized random input process, the water demand is then $\xi_0 = 0$. The other truncation levels, such as $\xi_0 = P^{-1}(0.5)$, are used for comparisons, with all the truncation levels used as water demands being time invariant. In practice, truncation levels at the mean or the median are important as the benchmark levels.

Indices expressing drought characteristics should be defined before an analysis. Some of them are listed up by Yevjevich (1967) and Kates (1971), such as (1) magnitude, (2) duration, (3) areal coverage, (4) intensity (maximum, average), (5) spatial distribution, (6) drought initiation or termination, etc. The capability for drought prediction on a medium or long range is very limited if not zero. By using a statistical approach, the first four characteristics of drought are investigated in this chapter, particularly the areal coverage and drought severity over that area, with their probabilities and time durations. First, the areal drought characteristics for a month are studied without any consideration of drought duration. Then, the time factor of areal drought characteristics is investigated.

For the areal drought characteristics, the three indices selected are: the deficit area, $A$, the total areal deficit, $D$, and the maximum deficit intensity, $I$. For the truncation level, $\xi_0$, these indices as random variables are defined as

$$ A = \sum_{i=1}^{80} I(\xi_i \leq \xi_0)(\xi_i), \tag{5.2} $$

$$ D = \sum_{i=1}^{80} (\xi_i - \xi_0) I(\xi_i \leq \xi_0)(\xi_i), \tag{5.3} $$

and

$$ I = \xi_0 = \min(\xi_1, \xi_2, \ldots, \xi_{80}, \xi_0) \tag{5.4} $$

where $I(\xi_i \leq \xi_0)$ is an indicator function defined by

$$ I(\xi_i \leq \xi_0)(\xi_i) = 1 \quad \text{if} \quad \xi_i \leq \xi_0 $$

$$ = 0 \quad \text{if} \quad \xi_i > \xi_0 \tag{5.5} $$

and $i$ is the station number. According to definitions, the deficit area does not express how the deficits are distributed over the whole area. The total areal deficit, therefore, does not take into account the spatial distribution of the deficit. Though these variables do not present the complete information on regional droughts, they are primary factors in drought investigations for a large area. Other viewpoint can be applied in further investigations on the areal aspects of droughts.

The indices defined by Eqs. (5.2) through (5.5) can be considered as non-negative, bounded random variables. The deficit area, $A$, is bounded by zero and 80. Since the probability of $P(\xi \leq 1.7653)$ is less than 0.0001, the highest maximum deficit intensity at the truncation level $\xi_0$ may be conceived as $(1.7653 + \xi_0)$. Therefore, the maximum deficit intensity, $I$, may be considered as bounded by zero and $(1.7653 + \xi_0)$. A product of the highest maximum deficit intensity and the whole area, that is, $80(1.7653 + \xi_0)$, gives the maximum possible total areal deficit. The total areal deficit, $D$, is bounded by zero and 80$(1.7653 + \xi_0)$. Although the deficit area is defined as a discrete variable by Eq. (5.2), the deficit area should be a continuous random variable.

5.2. Statistical Analyses of Drought Characteristics

The basic statistics of the three drought characteristics (the deficit area, the total areal deficit, and the maximum deficit intensity) are computed from the 1200-month generated samples for different truncation levels. The results are presented in Table 5.1. The variation of basic statistics of distributions of the deficit area and the total areal deficit, as functions of the truncation level, are shown in Fig. 5.1. The distribution statistics of the deficit area are expressed in percentage of the total area for 80 stations. The mean of the deficit area increases with the probability of the truncation level, as expected. The
Table 5.1. Basic Statistics of the Deficit Area, the Total Areal Deficit, and the Maximum Deficit Intensity for the Sample Size \( N = 1200 \).

<table>
<thead>
<tr>
<th>( q )</th>
<th>0.4</th>
<th>0.5</th>
<th>0.58</th>
<th>0.65</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_0 )</td>
<td>-0.4340</td>
<td>-0.2028</td>
<td>0.0000</td>
<td>0.1987</td>
</tr>
<tr>
<td>Mean</td>
<td>38.9000</td>
<td>49.0530</td>
<td>57.0197</td>
<td>64.0198</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>18.8658</td>
<td>19.4985</td>
<td>19.0594</td>
<td>18.2022</td>
</tr>
<tr>
<td>Maximum</td>
<td>92.90</td>
<td>96.25</td>
<td>98.75</td>
<td>100.00</td>
</tr>
<tr>
<td>Minimum</td>
<td>1.25</td>
<td>3.75</td>
<td>7.50</td>
<td>7.50</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.3763</td>
<td>0.1201</td>
<td>-0.6730</td>
<td>-0.2909</td>
</tr>
<tr>
<td>Excess</td>
<td>-0.4868</td>
<td>-0.6514</td>
<td>-0.6730</td>
<td>-0.5786</td>
</tr>
</tbody>
</table>

A comparison of the maximum and minimum percentages of the deficit area for various truncation levels indicates that at the truncation levels of \( q = 0.5 \) and \( q = 0.58 \), or at the median and the mean, respectively, the deficit never covers the whole area completely. On the other hand, at least a small deficit area always occurs within the whole area. Though this does not prove that the probabilities of the two extremes, of the whole area completely covered by a drought and no part of the whole area covered by a drought, are zeros, these two extremes very rarely occur for such a large region, as used in this study, for the truncation levels of the median and the mean. The fact that there is always at least a small deficit area covered by a drought within the area studied, is a specific feature of droughts. The three variables have time independent sequences, as expected, because the original stochastic component series is time independent.

The probability distributions are fitted to the frequency distributions of the three variables for the truncation level of \( \xi_0 = 0 \) \( (q = 0.58) \). The beta distribution function is used to those frequency distributions of the three variables, because they are assumed to be bounded at both tails, as specified in the previous section. The bounds for the three variables are given in Table 5.2. The weak point in the fit of the beta probability distribution function to the frequency distribution of these three variables is that the probability densities at both bounds are zeros, though the probabilities for the bounds may

![Figure 5.1](image-url)
Table 5.2. Boundary Values of the Deficit Area, A, the Total Areal Deficit, D, and the Maximum Deficit Intensity, I, for the Truncation Level of $\zeta_0 = 0$.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>80.0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>141.224</td>
</tr>
<tr>
<td>I</td>
<td>0</td>
<td>1.7653</td>
</tr>
</tbody>
</table>

not be zeros. Since probabilities of both extremes are close to zero, as mentioned earlier, and the objectives of this study were not to analyze these extremes, this weak point is not decisive so that the use of the beta distribution may be accepted. When this weak point is not negligible, a mixed distribution could be used.

The general form of the beta distribution function is

$$f_X(y) = \frac{1}{B(\alpha, \beta)} (a-y)^{\alpha-1} (b-y)^{\beta-1},$$

with $\alpha > 0$, $\beta > 0$, and $B(\alpha, \beta)$ the beta function of $\alpha$ and $\beta$. By using the transformation

$$X = (Y - a)/(b - a),$$

the standard form of the beta distribution parameter $\alpha$ and $\beta$ becomes

$$f_X(x) = \frac{1}{B(\alpha, \beta)} x^{\alpha-1} (1 - x)^{\beta-1}, \quad (0 < x < 1).$$

Johnson and Kotz (1970b) gives estimates $\hat{\alpha}$ and $\hat{\beta}$ as the first approximation as

$$\hat{\alpha} = \frac{1}{2} \left(1 - \prod_{i=1}^{n} x_i^{1/n}\right) / \left(1 - \prod_{i=1}^{n} x_i^{1/n}\right),$$

and

$$\hat{\beta} = \frac{1}{2} \left[1 - \prod_{i=1}^{n} (1 - x_i)^{1/n}\right] / \left[1 - \prod_{i=1}^{n} x_i^{1/n}\right].$$

Using the transformation of Eq. (5.7) with the values in Table 5.2, the estimates $\hat{\alpha}$ and $\hat{\beta}$ for the three variables are made by using Eqs. (5.9) and (5.10). The goodness of the fit of the beta distribution to the computed frequency distributions of the deficit area, the total areal deficit, and the maximum deficit intensity, are tested by using the chi-square statistic of ten class intervals at the five percent level of significance. At this significance, the critical value of chi-square statistic with the number of degrees of freedom of seven is 14.1. The estimates $\hat{\alpha}$ and $\hat{\beta}$ and the test are as follows.

For the deficit area, the estimates $\hat{\alpha}$ and $\hat{\beta}$ are 3.417 and 2.559, respectively, with the beta density function

$$f(x) = 27.6128 x^{2.417} (1 - x)^{1.559}.$$  \hspace{1cm} (5.11)

Its chi-square statistic is 12.80, which is less than the critical value of 14.1.

For the total areal deficit, $\hat{\alpha}$ and $\hat{\beta}$ estimates are 2.760 and 9.566, respectively, with the beta density function

$$f(y) = 403.4121 y^{1.760} (1 - y)^{8.566},$$  \hspace{1cm} (5.12)

with the chi-square statistic of 9.33.

For the maximum deficit intensity, the estimated density function with the parameters 8.514 and 2.092 is

$$f(z) = 91.6392 z^{7.514} (1 - z)^{1.092}$$  \hspace{1cm} (5.13)

and the chi-square statistic of 11.70, being smaller than the critical value.

Since the chi-square statistics for all the three variables are smaller than the critical value at the five percent level of significance, the fitted distributions may be accepted. Comparisons of fitted distribution functions and the frequency distributions of these three variables are shown in Fig. 5.2.

The cross correlation and regression analysis are carried out to find relationships among the deficit area, A, the total areal deficit, D, and the maximum deficit intensity, I. The lag zero cross correlation coefficients among the pairs of the three variables are given in Table 5.3, and relationships are presented in Figs. 5.3 through 5.6. It is seen that the pairs of the three variables are highly correlated, especially the correlation coefficient of the deficit area and the total areal deficit is high, namely 0.934. Since Fig. 5.3 shows that the relation is non-linear (quadratic or exponential) rather than linear, two types of regression functions are fitted, namely
Table 5.3. Pairwise Cross Correlation Coefficients for the Deficit Area, A, the Total Areal Deficit, D, the Maximum Deficit Intensity, I, and Their Derived Variables, for the Sample Size N=600.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>D</th>
<th>I</th>
<th>AI</th>
<th>D/A</th>
<th>I/D</th>
<th>DI</th>
<th>I/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0.956</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>0.660</td>
<td>0.719</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI</td>
<td>0.973</td>
<td>0.963</td>
<td>0.789</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D/A</td>
<td>0.741</td>
<td>0.900</td>
<td>0.797</td>
<td>0.821</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/D</td>
<td>-0.796</td>
<td>-0.710</td>
<td>-0.553</td>
<td>-0.744</td>
<td>-0.648</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DI</td>
<td>0.903</td>
<td>0.991</td>
<td>0.765</td>
<td>0.958</td>
<td>0.911</td>
<td>-0.665</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>I/A</td>
<td>-0.750</td>
<td>-0.581</td>
<td>-0.260</td>
<td>-0.628</td>
<td>-0.366</td>
<td>0.877</td>
<td>-0.522</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Fig. 5.3. Relationship of the Total Areal Deficit, D, to the Deficit Area, A, with the Inferred Regression Equation or \( D = 0.2479A + 0.0088A^2 \).

\[ D = 0.2479A + 0.0088A^2 \]  
(5.14)

with the explained variance of \( R^2 = 0.9078 \), and

\[ D = 0.0558A^{1.643} \]  
(5.15)

with the explained variance of \( R^2 = 0.9031 \). As the two equations explain the variance of the total areal deficit well, the unexplained variance may result from the neglect of the shape or the spatial distribution of the deficits as well as from the sampling errors.

Fig. 5.4. Relationship of the Maximum Deficit Intensity, I, to the Deficit Area, A, with the Inferred Regression Equation or \( I = 0.5131A^{0.2682} \).

\[ I = 0.5131A^{0.2682} \]  
(5.16)

\[ I = 0.7265D^{0.1994} \]  
(5.17)

The relation between either the deficit area or the total areal deficit and the maximum deficit intensity, as shown by Figs. 5.4 and 5.5, are not easily inferred, though the maximum deficit intensity increases both with an increase of the deficit area and with an increase of the total areal deficit. Using the power function relationships, the fits give
shown by Fig. 5.6. The simple linear regressions between \( D \) and \( AI \) are given by

\[
D = -6.1420 + 0.5684AI
\]

and

\[
AI = 14.7749 + 1.6306D
\]

with the explained variances of 0.9266 and 0.9274, respectively. Figure 5.6 implies a power relation, as a better function to fit,

\[
AI = 3.64890^{0.8457}
\]

with the explained variance of 0.9482, and with the difference from Eq. (5.19) of 0.0208, or about 2.1 percent.

Since the regression functions represent only the expected value of the dependent variable for a given value of the independent variable, the joint probability distribution may be of interest also, especially the joint probability distribution of the deficit area and the total area deficit may be useful in practice. The joint cumulative frequency values of the deficit area, given in percentage of the whole area, and the total area deficit are given in Table 5.4.

5.3. Trivariate Distribution

Instead of studying the joint distributions of \( A \) and \( I \) or \( D \) and \( I \), the trivariate distribution for these three variables is studied. Joint frequency distribution of the deficit area, the total area deficit, and the maximum deficit intensity is fitted by using the beta distribution functions with the Jacobi polynomials, because the marginal distributions for the three variables are assumed to be beta distributions as per Eqs. (5.11) through (5.15). The product of the three beta distribution functions with the Jacobi polynomials is used as an approximation to the joint, trivariate probability density function, expressed by

\[
\phi_{X,Y,Z}(x,y,z) = \phi_X(x)\phi_Y(y)\phi_Z(z) \sum_{i,j,k} \sum_{i,j,k} a_{ijk}
\]

\[
G_i(a_1,\beta_1;\alpha x)G_i(a_2,\beta_2;\gamma)G_k(a_3,\beta_3;z)
\]

with \( a_{ijk} \) the coefficients and \( G_i(a,\beta;x) \) the Jacobi polynomials of degree \( i \) with two parameters \( a \) and \( \beta \).

A Jacobi polynomial of degree \( n \), \( G_n(a,\beta;x) \), when expanded in the power series of \( x \), becomes

\[
G_n(a,\beta;x) = \frac{\Gamma(\beta+n)}{\Gamma(\beta+n-m)} \sum_{m=0}^{\min(n,\beta)} \binom{n}{m} \binom{\beta+n-m}{m} x^m (1-x)^{n-m}
\]

For \( a+\beta \leq 1 \) and \( \beta > 0 \), the polynomials \( G_n(a,\beta;x) \) for \( (n = 1,2,\ldots) \) form an orthogonal system in \((0,1)\), with the weight function \( g(x) = x^{a-1}(1-x)^{\beta-1} \).

\[
\int_0^1 G_i(a_1,\beta_1;x)G_j(a_2,\beta_2;x)g(x)dx = 0 \quad \text{if} \ i \neq j
\]

\[
= \delta_{ij} \quad \text{if} \ i = j
\]
Table 5.4. Joint Cumulative Frequency of the Deficit Area and the Total Areal Deficit.

<table>
<thead>
<tr>
<th>Total Areal Deficit</th>
<th>Deficit Area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0017 0.0192 0.0542 0.0583</td>
</tr>
</tbody>
</table>

where \( a_{ik}^2 = \frac{n!r(n+a)\Gamma(n+\delta)\Gamma(n+\delta+1)}{(2n+a)^{r-1}(2n+a)} \). \( (5.25) \)

Coefficients \( a_{ijk} \) can be estimated by taking the expected value of \( G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) G_k(\alpha_3,\beta_3;z) \), that is

\[
E[G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) G_k(\alpha_3,\beta_3;z)] = \int_0^1 \int_0^1 \int_1^1 G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) G_k(\alpha_3,\beta_3;z) f(x,y,z) dx dy dz . \quad (5.26)
\]

Replacing \( f(x,y,z) \) by its value of Eq. (5.21), and considering that the postulated marginal distribution are beta functions

\[
f_x(x) = \frac{1}{B(\beta_1,\alpha_1-\beta_1+1)} x^{\beta_1-1}(1-x)^{\alpha_1-\beta_1} , \quad (5.27)
\]

\[
f_y(y) = \frac{1}{B(\beta_2,\alpha_2-\beta_2+1)} y^{\beta_2-1}(1-y)^{\alpha_2-\beta_2} , \quad (5.28)
\]

and

\[
f_z(z) = \frac{1}{B(\beta_3,\alpha_3-\beta_3+1)} z^{\beta_3-1}(1-z)^{\alpha_3-\beta_3} , \quad (5.29)
\]

then Eq. (5.26) becomes

\[
E[G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) G_k(\alpha_3,\beta_3;z)] = \int_0^1 \int_0^1 \int_0^1 G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) f(x,y,z) dx dy dz . \quad (5.30)
\]

Taking further into account Eqs. (5.23) and (5.24), the expected value of Eq. (5.26) becomes

\[
E[G_j(\alpha_1,\beta_1;x) G_j(\alpha_2,\beta_2;y) G_k(\alpha_3,\beta_3;z)] = \frac{a_{ijk}}{B(\beta_1,\alpha_1-\beta_1+1)B(\beta_2,\alpha_2-\beta_2+1)B(\beta_3,\alpha_3-\beta_3+1) d_1^2 d_2^2 d_3^2} . \quad (5.31)
\]

Therefore, the \( a_{ijk} \) coefficients can be expressed as

\[
a_{ijk} = \frac{B(\beta_1,\alpha_1-\beta_1+1)B(\beta_2,\alpha_2-\beta_2+1)B(\beta_3,\alpha_3-\beta_3+1)}{d_1^2 d_2^2 d_3^2} . \quad (5.32)
\]

The \( a_{ijk} \) coefficients are then obtained for the selected values of \( i, j, \) and \( k \) by Eq. (5.32). Using only up to the values \( i+j+k=5 \), and simplifying Eq. (5.32), then

\[
a_{000} = 1; \quad a_{100} = a_{010} = a_{001} = 0; \quad a_{200} = a_{020} = a_{002} = 0; \quad a_{110} = E(XY) - E(X)E(Y) ; \quad a_{101} = \frac{E(Y^2) - 2(\beta_3+1)}{\alpha_3+3} ; \quad a_{201} = \frac{E(X^2)E(Y)}{\alpha_1+5} ; \quad a_{111} = E(XYZ) / [Var(X)Var(Y)Var(Z)] ; \text{ and} \quad a_{210} = E(X^2)E(Y) / [Var(X)Var(Y)Var(Z)] ; \text{ and} \quad a_{102} = E(Z)E(X) / [Var(X)Var(Y)Var(Z)] .
\]
The other coefficients can be obtained by interchanging the variables and subscripts. Computing \( E(X), E(Y), E(Z), E(Y^2), E(Z^2), E(YZ), E(X^2), E(XY), E(XZ), E(Y^2Z), E(YZ^2), E(Y^2Z^2) \), \( E(X^2Y), E(X^2Z), E(Y^2Z^2), E(Y^2Z^2) \), \( E(XYZ) \), \( E(XYZ) \), and \( E(XY^2Z) \) from the 1200 months long samples, the coefficients \( a_{ijk} \) can be obtained.

Using these estimates of the \( a_{ijk} \) coefficients and expanding Eq. (5.21) in function of up to the values \( i+j+k=3 \), the beta distribution function with the Jacobi polynomials becomes

\[
\begin{align*}
\hat{f}_{X,Y,Z}(x,y,z) & = 1021401.514x^2y^2z^2 \times \frac{1}{(1-x)^{1.559}} \\
& + 2.4360y^2 - 15.2448z^2 + 53.4116x^2y - 14.5653xz^2 \\
& - 54.6704xy^2 - 111.3110yz^2 + 4.8804xz^2 + 81.6306yz^2 \\
& - 6.7835xyz - 13.6765z^2 + 117.9596y^2 + 116.6667z^2 \\
& + 16.8549xy - 7.8702yz + 39.822tx - 27.5350x \\
& - 72.1956y - 30.5372z + 28.8814 \\
\end{align*}
\]

As the first approximation, the distribution of the deficit intensity over the deficit area can be considered to be uniformly distributed.

5.4. Model for the Areal Drought Structure

It is useful to generalize the areal drought structure as in the form of depth-area relationship of thunderstorms or showers (Woolhiser and Schwalben, 1960; Court, 1961). The analogous idea to the depth-area relationship is applied herein to define the areal drought structure, though the deficit area, \( A \), does not always consist of one deficit cell but may be composed of several deficit cells. To obtain a general idea of the areal drought structure, the dimensionless deficit-area relationship is first investigated. The deficit intensity, \( i_a \), at a point \( i \), is denoted by the absolute value of a negative deviate from a certain truncation level, that is,

\[
i_a = f(a_x),
\]

where \( i_a = r_a / I \) with \( 0 \leq i_a \leq 1 \), \( a_a = x_a / A \) with \( 0 \leq a_a \leq 1 \), and \( x_a \) is the area where \( r_a \leq 1/2 \) and \( 0 < x_a < A \). To find a functional form of Eq. (5.36), some relations obtained from the generated samples are presented in Fig. 5.7. This figure shows that the dimensionless area-intensity relationship is very close to be linear. This means that the deficit intensity may be relatively uniformly distributed over the area. Figures 5.6 and Eq. (5.19) also suggest the uniform distribution of the deficit intensity because the relationship between \( D \) and \( AI \) is close to \( D = AI/2 \) for a uniform distribution. This linear relationship is given by

\[
i_a = 1 - a_a.
\]

As the first approximation, the distribution of the deficit intensity over the deficit area can be considered to be uniformly distributed.

Fig. 5.7. Dimensionless Area-Intensity Relationships of Drought, Obtained from the Generated Samples.

For more flexibility in this relationship and for explaining the concave or convex shapes of Fig. 5.7, a parameter is added to Eq. (5.37), expressed by

\[
i_a = (1 - a_x)^{b}.
\]

This dimensionless expression becomes

\[
r_a = I A^{b} (A - x_a)^{b}.
\]
The conceptual relationship is then shown as in Fig. 5.8. The total areal deficit, \( D \), is given by integrating \( Z^* \) over \( X^* \) from zero to \( A \),

\[
D = \int_0^A I A^{b-1} (A - X^*)^b \, dx^* = \frac{A I}{1 + b},
\]

then the parameter \( b \) is defined by

\[
b = \frac{A I}{D} - 1.
\]

With the parameter \( b \) computed from \( A \), \( I \), and \( D \) of generated samples, the goodness of fit of this model for the areal drought structure is tested. The 600 samples at three different truncation levels, \( q = 0.58, 0.50, \) and \( 0.65 \) are used. For all the truncation levels, the average of the explained variance by the model is greater than 95 percent. Comparisons between the data and model are shown in Fig. 5.9. The average \( b \) value for the 600 samples at the truncation level \( q = 0.58 \) is 1.2292, with the standard deviation 0.3467. Generally the larger the deficit area or the total areal deficit, the smaller is the parameter \( b \). This comes from the conditions that the deficit area and the maximum deficit intensity are limited so that the deficit intensity function should be convex upwards in order to produce a large total areal deficit.

![Fig. 5.9. Comparisons of the Model with the Results Obtained from the Generated Samples: Model Values are Given by Solid Lines, and Computed Values by Broken Lines.](image)

Deficit intensity can be larger than zero when a concerned region is small and a drought covers the whole region. In this case, the above model is not valid and some modifications are needed. By using deficit intensity defined as \( (Z^* - Z^*_{\min}) \) instead of \( Z^* \), the above areal drought structure model may be applicable.

5.5. Probability of Areal Coverage by Droughts

The areal coverage by droughts is further investigated without considering the corresponding total area deficit.

The probability density function of the deficit area, \( A \), over the whole area is given by Eq. (5.11). Defining a random variable by \( X = A/80 \) and using Eq. (5.11), the probability of more than the 100\( x_0 \) percent of the whole area to be covered by a drought, with the truncation level \( z_{0}^* \) = 0, is given by

\[
P(X > x_0) = 1 - P(X \leq x_0^*) = 1 - F(x_0^*) = 1 - \int_0^{x_0} 2.76128x^{2.417}(1-x)^{1.559} dx.
\]

This probability can be found easily from Fig. 5.2. For example, the probability of more than the 50 percent of the whole area to be covered by a drought in a certain month is 0.65 at the truncation level \( z_0^* \) = 0. This probability is relatively high, though the drought does cover each time a different area within the whole area.

Since the deficit area is a time independent variable, some information on the time duration of

![Fig. 5.8. Graph for Modeling the Relationship of Deficit Intensity to Deficit Area.](image)
Areal coverage can be obtained by using the theory of runs and the recurrence of random events. For an independent process, the expected positive run-length, $M$, is given by

$$E(M) = 1/q$$  \hspace{1cm} (5.43)

with $q = P(x_0) = P(X < x_0)$. Therefore, the expected duration of a drought which covers more than the 100% of the whole area can be found. Table 5.5 shows some probabilities. For $x_0 = 0.5$ in the deficit area given by the truncation level $\xi_0 = 0$, or $q = P(x_0) = 0.55$, the expected duration of that drought from Eq. (5.43) is 2.857 months. This expected duration of about three months seems to be long enough to affect many water users, such as crop producers.

Table 5.5. The Expected Duration of Drought Covering More Than 100% of the Whole Area

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>For $\xi_0 = 0$</td>
<td>5.113</td>
<td>2.857</td>
<td>1.876</td>
<td>1.393</td>
</tr>
<tr>
<td>For $\xi_0 = -0.2028$</td>
<td>2.984</td>
<td>1.935</td>
<td>1.438</td>
<td>1.185</td>
</tr>
</tbody>
</table>

The other interesting property is the longest drought duration. Millan and Vevjovich (1971) applied the theory of recurrent events to find probabilities of the longest negative run-length of a given sample size $N$, on the basis of the formula given by Feller (1957). The probability of the longest drought duration in a given sample size $N$ is, as an approximation,

$$F_N(x) = \left[1 - \left(1 + \frac{\overline{x}}{x} + \left(1 + x\right)\left(p\overline{x}\right)^2 + \left(1 + x\right)^2\left(p\overline{x}\right)^3 + \ldots\right)\right]^{N-1}$$  \hspace{1cm} (5.44)

with $q = P(x_0) = 1 - p$ and

$$N = 1 + pq^2 + (1 + x)\left(pq^2\right)^2 + (1 + x)^2\left(pq^2\right)^3 + \ldots.$$

Probabilities of the longest drought duration during a given period covering more than the 100% of the whole area are calculated by Eq. (5.44). For 60-, 600-, and 1200-month periods, the expected longest drought durations $E[M_{\text{max}}]$, with droughts covering more than the 100% of the whole area are computed for the deficit area of the truncation level $\xi_0 = 0$ and $-0.2028$ and given in Table 5.6.

For the 1200-month period of the deficit area series based on the generated series $\xi$ at the truncation level $\xi_0 = 0$, the observed longest duration of the drought covering more than the 50% of the whole area is 13 months, which is a little lower than the expected value, or 14.5 months. During 600 months or 50 years, the expected longest duration of the drought which covers more than a half of the whole area is more than one year. This duration is fairly long.

The conditional distributions of the deficit area, $A$, given that a certain point has or has not a deficit are investigated analytically. The probability density function of the deficit area defined by $A/80$ is given by Eq. (5.11), namely

$$f_x(x) = \frac{1}{B(a,\beta)} \cdot x^{a-1}(1-x)^{\beta-1}$$

$$= 27.6128 \cdot 2.417(1-x)^{1.559}$$  \hspace{1cm} (5.45)

Table 5.6. The Expected Longest Duration of Droughts Covering More Than 50 Percent of the Whole Area in 60-, 600-, 1200-Month Periods for $\xi_0 = 0$ and $-0.2028$

<table>
<thead>
<tr>
<th>Sample Size in Months</th>
<th>Expected</th>
<th>for $\xi_0 = 0$</th>
<th>Observed</th>
<th>Expected Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>7.866</td>
<td>5.007</td>
<td>5.007</td>
<td>5.007</td>
</tr>
<tr>
<td>600</td>
<td>15.077</td>
<td>8.181</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>1200</td>
<td>14.505</td>
<td>9.134</td>
<td>10.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

The probability that a certain point has a deficit at the truncation level $\xi_0$ is defined by

$$P(\xi \leq \xi_0) = q$$  \hspace{1cm} (5.46)

Assuming that every point is equally likely to experience a drought, the conditional probability that a certain point has a deficit given that the deficit area $x$ exists in the whole area is

$$P(\xi \leq \xi_0 | x \leq x) = \frac{x}{\xi_0}$$  \hspace{1cm} (5.47)

Then the joint probability $P(\xi \leq \xi_0, x \leq x)$ is defined by

$$P(\xi \leq \xi_0, x \leq x) = P(\xi \leq \xi_0 | x \leq x)P(x \leq x)$$

$$= \int_0^{127} f_x(x) \, dx$$  \hspace{1cm} (5.48)

Therefore, the conditional probability of the deficit given that a certain point has a deficit is given by

$$P(x \leq x | \xi \leq \xi_0) = \frac{P(x \leq x, \xi \leq \xi_0)}{P(\xi \leq \xi_0)}$$

$$= \frac{1}{q} \int_0^{x} f_x(x) \, dx$$

$$= \frac{1}{27.6128 \cdot 2.417(1-x)^{1.559}} \int_0^{x} x^{a-1}(1-x)^{\beta-1} \, dx$$  \hspace{1cm} (5.49)

Because this is also a gamma distribution, the conditional density function is

$$f_x | \xi \leq \xi_0 (x | \xi \leq \xi_0) = \frac{1}{B(a+1,\beta)} x^{a-1}(1-x)^{\beta-1}$$  \hspace{1cm} (5.51)
Similarly, the conditional probability of the deficit area given that a certain point has no deficit is
\[
P(x > x | \xi > \xi_0) = \frac{P(x > x, \xi > \xi_0)}{P(\xi > \xi_0)}
\]
\[
= \frac{1}{1-q} \int_0^x (1-x) f_\xi(x) \, dx
\]
\[
= \int_0^{65.7448} x^2 \cdot 417 (1-x)^2 \cdot 559 \, dx
\]
\[
= \int_0^1 x^{-2} (1-x)^{\beta} \, dx
\]
(5.52)  
(5.53)
Therefore, the density function is
\[
f_{x|\xi > \xi_0}(x|\xi > \xi_0) = \frac{1}{B(a,\beta+1)} x^{-a-1} (1-x)^{\beta}
\]
(5.54)
The two conditional probability density functions of the deficit area, with the two corresponding conditional frequency curves, are shown in Fig. 5.10, in comparison with the probability density function of the deficit area. A quantitative comparison of the three probability density functions may be possible by applying the Fisher's information content, which is defined as the reciprocal of the variance of the concerned variable or parameter. The conditional distributions clearly have more information than the original distribution. As the extension of this concept, the conditional distribution of the deficit area given that more than a station, selected randomly or systematically, have deficits and/or no deficits can be analyzed by an experimental method. A number of selected stations and their locations will affect additional information content. Their effects are worthy of studying as concerning to the network design or some other problems.

5.6. Probabilities of Specific Area Covered by Drought

In previous analysis, the deficit area inside the whole area consisting of 80 unit-areas or 80,000 square miles has been considered. In practice, however, one may be more interested in finding the probability of drought covering a small, specific area, or sub-area inside the whole area. For example, what is the probability of drought covering the State of Kansas, the wheat region, or the corn belt of the Midwest? Because of regional dependence, the probability of the deficit area depends upon the size and shape of this small, specific sub-area.

First, the probability of a drought covering a whole sub-area is investigated by considering the effect of the shape of the sub-areas. Intuitively, it is clear that the smaller a sub-area, the higher is the probability of the drought covering this whole sub-area. An elongated sub-area should have a smaller chance for a drought to cover the whole sub-area, than would be the case of a circle or square type sub-area of the same surface. The analysis is carried out quantitatively by using the generated samples. Figure 5.11 shows the experimental results of two cases, with probabilities of drought covering the sub-areas, from one to 32 unit-areas, by changing the area shape, in different ways. The probability of a drought covering the whole sub-area of 16 unit-areas or a 400 x 400 square miles square shape in case (1) is 0.0793, which is higher than 0.0583 for case (2), for which the same 16 unit-areas are arranged as a 200 x 800 square miles rectangular area. Figure 5.11 further indicates that the probability of a drought covering the whole sub-area decreases rapidly with an increase of the area. The probability of the drought coverage is very sensitive to the shape of the sub-area; this is especially the case for the sub-area with about eight unit-area. However, the effect of the shape of the sub-area decreases with an increase of the area. For a large area, the shape does not seem to be a decisive factor as long as a particularly irregular sub-area is not considered. Since probabilities are estimated by sample frequencies, and since these frequencies have small variations, the average frequencies as estimates of probabilities are used to evaluate the effect of the area size and the area shape on probabilities of area coverage by droughts. The assumption used is that any geometrically identical sub-area would have the same probability regardless of sub-area position. Table 5.7 summarizes these average estimates of probabilities of the drought covering the whole sub-areas of various sizes and shapes. Table 5.7 indicates that the size of an area seems to be more important than its shape as it concerns the probability of drought coverage, as long as the shape is not of a very elongated type. Although the estimates of probabilities in Table 5.7 may be in error due to small sample sizes and the assumption, these values give a general picture of drought probabilities for a specific area. For example, the probability of the drought covering the whole State of Kansas, of 82,364 square miles, approximated by 200 x 46, miles rectangle, is about 17.5 percent and 11.7 percent for each month at the truncation levels of the mean and the median, respectively.

In order to evaluate the shape factor more quantitatively, a mean area correlation coefficient...
Fig. 5.11. Relative Frequencies of Droughts Versus the Whole First i Unit-Area Covered by the Droughts, Obtained by the Two Schemes Illustrated by Cases 1 and 2.

Table 5.7. Estimates of Probabilities of the Drought Covering the Whole Subarea with Various Sizes and Shapes for the Truncation Levels of the Mean and the Median.

<table>
<thead>
<tr>
<th>Subarea Size in Unit-Area</th>
<th>Probabilities of Droughts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nos. of Truncation Samples Used</td>
</tr>
<tr>
<td></td>
<td>$t_0 = 0$</td>
</tr>
<tr>
<td>1 1 x 1</td>
<td>14</td>
</tr>
<tr>
<td>2 1 x 2</td>
<td>14</td>
</tr>
<tr>
<td>3 1 x 3</td>
<td>11</td>
</tr>
<tr>
<td>4 1 x 4</td>
<td>9</td>
</tr>
<tr>
<td>5 2 x 2 x 2</td>
<td>3</td>
</tr>
<tr>
<td>6 1 x 5</td>
<td>4</td>
</tr>
<tr>
<td>6 2 x 3</td>
<td>4</td>
</tr>
<tr>
<td>8 3 x 5</td>
<td>3</td>
</tr>
<tr>
<td>9 3 x 3</td>
<td>6</td>
</tr>
<tr>
<td>10 2 x 5</td>
<td>1</td>
</tr>
<tr>
<td>12 3 x 4</td>
<td>11</td>
</tr>
<tr>
<td>15 3 x 5</td>
<td>1</td>
</tr>
<tr>
<td>16 2 x 8</td>
<td>3</td>
</tr>
<tr>
<td>16 4 x 4</td>
<td>14</td>
</tr>
<tr>
<td>18 5 x 5</td>
<td>1</td>
</tr>
<tr>
<td>20 3 x 7</td>
<td>3</td>
</tr>
<tr>
<td>21 3 x 7</td>
<td>1</td>
</tr>
<tr>
<td>24 3 x 8</td>
<td>3</td>
</tr>
<tr>
<td>24 4 x 6</td>
<td>3</td>
</tr>
<tr>
<td>25 3 x 5</td>
<td>3</td>
</tr>
<tr>
<td>27 3 x 9</td>
<td>1</td>
</tr>
<tr>
<td>28 4 x 7</td>
<td>3</td>
</tr>
<tr>
<td>30 3 x 6</td>
<td>3</td>
</tr>
<tr>
<td>32 4 x 8</td>
<td>6</td>
</tr>
<tr>
<td>36 6 x 6</td>
<td>2</td>
</tr>
<tr>
<td>49 7 x 7</td>
<td>2</td>
</tr>
<tr>
<td>64 8 x 8</td>
<td>2</td>
</tr>
</tbody>
</table>

is introduced. It is defined by

$$
\tau = \frac{2}{n(n-1)} \sum_{j=1}^{n-1} \sum_{i=1}^{j} \tau_{ij}.
$$

Figure 5.12 compares the probabilities of the drought covering the whole sub-area of eight unit-areas with different shapes as a function of the mean areal correlation coefficient. For contiguous areas, probabilities of drought are linear functions of the mean areal correlation coefficient. A gradient of the line decreases with a decrease of the probability of truncation levels. This means that effects of shape of the sub-area decreases with a decrease of the truncation levels. Figure 5.13 shows the probabilities of the drought covering the whole sub-area with different sizes and shapes as a function of the mean areal correlation coefficient. Three probabilities for $\tau = 0$ are calculated from a binomial distribution. For contiguous areas which are surrounded by broken lines, probabilities of the drought are approximated by a linear function of the mean areal correlation coefficient. The gradient of the line for eight unit-areas seems steepest, that is, the shape factor is most sensitive to the probabilities. With an increase of the area, the gradient of lines decreases.

Probability distributions of the deficit area within sub-areas of various sizes are also investigated. The sub-areas considered are of $2 \times 3$, $2 \times 4$, $3 \times 4$, $4 \times 4$, and $4 \times 8$ unit-areas. Besides, a sub-area of 65 unit-areas, as the original study area, is also considered. For the truncation levels at the mean and the median, frequency curves of the deficit
Fig. 5.12. Probabilities of Drought Covering the Whole 8 Unit-Areas (80,000 sq. miles) with Six Different Shapes as a Function of the Mean Areal Correlation Coefficient.

Fig. 5.13. Probabilities of Drought Covering the Whole Subareas of Different Sizes and Shapes, as a Function of the Mean Areal Correlation Coefficient.

Area within these sub-areas are obtained from some samples, and shown in Fig. 5.14. Their cumulative frequency distributions are shown in Fig. 5.15, as the reduced variables in percentages of the whole sub-area, for comparison.

Fig. 5.14. Relative Frequency Curves of Deficit Area Within the Subareas of the 6, 8, 12, 16, and 32 Unit-Areas.
where \( \xi_0 \) and \( \chi_0 \) are the truncation levels for the series \( \xi \) and \( \chi \), respectively, \( s_i \) is the standard deviation at station \( i \), and \( I(\cdot) \) is an indicator function. These definitions are valid as long as the relationship between the two truncation levels \( \xi_0 \) and \( \chi_0 \) is defined by

\[
\chi_0 = \bar{m}_i + s_i \xi_0
\]  

(5.58)

with \( \bar{m}_i \) and \( s_i \) the mean and standard deviation at station \( i \), respectively.

The actual total area deficit, \( D_a \), can be approximated by a function of the total area deficit, \( D_s \), the mean and standard deviation of the regional standard deviation, \( \bar{s}_1 \) and \( s(s_1) \), and the deficit area, \( A \). This relationship is expressed as

\[
D_a = f(D_s, \bar{s}_1, s(s_1), A)
\]  

(5.59)

In the case the regional variation of the standard deviation is small in comparison with the mean, Eq. (5.59) can be reduced to

\[
D_a = f(D_s, \bar{s}_1, A)
\]  

(5.60)

Figure 5.16 shows a relationship between \( D_s \) and \( D_a \) with the regional standard deviations for the 80 stations given by Eq. (5.19), and their mean and standard deviation of 1.4500 and 0.4747, respectively. The regression analysis gives the relationship

\[
D_a = 0.1060 + 1.4374 D_s
\]  

(5.61)

with the explained variance of 98.84 percent. This equation is further approximated by

\[
D_a = 0.1060 + 1.4360 D_s
\]  

(5.62)

This indicates that the actual total area deficit \( D_a \) of the original series can be well approximated by the product of the total area deficit \( D_s \) of the standardized stationary series and the mean of the regional standard deviations, \( \bar{s}_1 \). However, Fig. 5.17 showing a relationship between the ratio of \( D_a \) to \( D_s \) and the deficit area, \( A \), indicates that, for a small deficit area, the mean of the regional standard

5.7. Conversion of the Total Area Deficit of Stationary Stochastic Series into the Total Area Deficit of Periodic-Stochastic Series

The stationary stochastic series, \( \xi \), are standardized, (or dimensionless), with the regional and temporal variations in the means and the standard deviations removed. Thus the drought characteristics, such as the total area deficit and the maximum deficit intensity, do not represent the absolute values or the actual amount of deficits. However, these values are needed for planning drought control measures. Therefore, the method of converting the total area deficit of the standardized series, \( \xi \), over an area into the total area deficit of the original monthly precipitation series over the same area must be available. In this section, only the regional variations in parameters are investigated, while their temporal (or periodic) variations are discussed in the next chapter.

Let \( D_s \) denote the total area deficit of the series \( \xi \), and \( D_a \) the total area deficit of the original series \( \chi \), or the actual total area deficit. They are defined as

\[
D_s = \sum_{i=1}^{80} (\xi_i - \bar{\xi}_i) I(\xi > \xi_0)(\xi_i)
\]  

(5.56)

and

\[
D_a = \sum_{i=1}^{80} (\chi_i - \bar{\chi}_i) I(\chi > \chi_0)(\chi_i)
\]

(5.57)

\[
= \sum_{i=1}^{80} s_i (\xi_i - \bar{\xi}_i) I(\xi > \xi_0)(\xi_i),
\]

5.15. Cumulative Frequency Curves of Percent Deficit Area Within the Subareas of the 8, 12, 16, 32, 63, and 80 Unit-Areas at the Truncation Level of the Mean.

For the 2 \times 3 and 2 \times 4 unit-areas, probabilities of both extremes, that is, the whole sub-area covered by a drought and no part of the sub-area covered by a drought, are very high. Their frequency curves are either U-shaped or J-shaped. These are intuitively obvious because of the regional dependence. In the case of the truncation level of the mean, the probability of no part of the area covered by a drought is decreasing faster than for the other extreme with an increase of the area. For the truncation level of the median, the opposite trend seems valid. The distribution of the deficit area is affected by the truncation level, especially for the small areas, as shown by Fig. 5.14. The probability of the deficit area for a given sub-area with the area less than 80 unit-areas can be approximated from Fig. 5.15.
deviations for that area rather than the mean of all the standard deviations over the whole area should be taken for determining $T_1$. Since the larger deficit areas are mostly of interest, the above approximation to the determination of the actual total areal deficit, by using the product $T_1D_s$, has a practical significance.
Drought characteristics of the stochastic component of the monthly precipitation were studied in the previous chapter. This stochastic component of the monthly precipitation is a stationary process for good, consistent data, while the monthly precipitation is a periodic-stochastic process. The drought analysis of periodic-stochastic processes is much more complex than the drought analysis of stationary stochastic processes. Each month has a different mean and a different standard deviation. Therefore, the time position is one of the important factors in evaluating drought characteristics. The main reason of analyzing drought characteristics of periodic-stochastic series is to find fluctuations of deficits within a year and at specific months such as a growing season rather than to find long-term fluctuations. Drought characteristics depend upon the hydrologic phenomenon such as precipitation and river runoff which is used for drought definition and upon the objectives of drought analysis. They make difficult a generalization of drought characteristics of periodic-stochastic processes.

6.1. Run Properties of Periodic-Stochastic Processes

Although run properties of univariate periodic-stochastic processes may not give the best parameters for drought analysis, they are studied analytically for some simple cases in order to compare them with those of univariate stationary stochastic processes and to find out possibilities of using run properties in evaluation of drought characteristics of periodic-stochastic processes.

The following assumptions, considered to be close to real processes of nature such as for the monthly precipitation, are used for a simple study. The monthly precipitation process, \( x_t \), as an example of periodic-stochastic processes, is assumed to be composed as

\[
X_p, \tau = \mu_t + \sigma_t \xi_p, \tau
\]  

(6.1)

where \( p \) and \( \tau \) denote the sequence of years and the month within the year, respectively, \( \mu_t \) and \( \sigma_t \) are the means and standard deviations of monthly precipitation, respectively, and \( \xi \) is a time independent stationary stochastic component. Next, the standard deviation \( \sigma_t \) is assumed to be composed only of the 12-month harmonic

\[
\sigma_t = \bar{\sigma} + C \cos(\frac{\pi t}{6} + \theta) \, ,
\]  

(6.2)

with \( \bar{\sigma} \) = the average value of \( \sigma_t \), \( C \) = the amplitude, and \( \theta \) = the phase. The truncation level \( x_{\xi \tau} \), or the water demand series is also assumed to be a periodic function

\[
x_{\xi \tau} = \mu_t + \sigma_t \xi_0 \, ,
\]  

(6.3)

with \( \xi_0 \) = the truncation level for \( \xi \) corresponding to \( x_\theta \). Under these conditions, negative runs as various random variables are defined as: \( N \) = the negative run-length, \( T \) = the onset time of a negative run, \( W_{N, T} \) = the negative run-sum with the run-length \( N \) and the onset time \( T \), \( \xi_0 \) = the truncation level of \( Q = P(\xi \leq \xi_0) = F(\xi_0) \) or \( P = 1-Q \), \( E(\xi^*) = \xi^* \) = the expected value of the truncated series, \( \xi^* \), and \( \text{Var}(\xi^*) \) = the variance of the truncated series. The distribution of the negative run-length of an independent process is a geometric distribution (Downer et al., 1967), with the expected value and the variance given by

\[
E(N) = \frac{1}{P}
\]  

(6.4)

and

\[
\text{Var}(N) = \frac{Q}{P^2}
\]  

(6.5)

Since each month is assumed to have the same probability for the negative run to start, the probability of the onset time can be defined by

\[
P(T=t) = \frac{1}{12}, \quad (t=1,2,\ldots,12) \, .
\]  

(6.6)

Under these basic assumptions, run properties of univariate periodic-stochastic processes can be obtained. As long as the truncation level of \( \chi \) is defined by Eq. (6.3), the distribution of the negative run-length of the monthly precipitation \( Q_{\chi t} \) is a geometric distribution, with the expected value and the variance given by Eqs. (6.4) and (6.5), respectively. The expected value, variance, and conditional expected values and variances of the negative run-sum of \( W_{N, T} \) can also be derived analytically.

Since the negative run-sum is defined by

\[
W_{N, T} = \sum_{i=T}^{T+N-1} (x_{0,i} - x_i)
\]  

then by taking into account Eq. (6.2) the conditional expected value of the negative run-sum for given \( N=n \) and \( T=t \) is

\[
\text{E}(W_{N, T}|N=n, T=t)
\]  

(6.7)

The conditional expected value of \( W_{N, T} \) for given \( N=n \) is given by the expected value of Eq. (6.8) with regard to \( T \). Therefore, it is given by

\[
\text{E}(W_{N, T}|N=n) = \text{E}(E(W_{N, T}|N=n, T))
\]  

(6.9)
Taking into account \[ \frac{112}{12} \sum_{t=1}^{n-t-1} \frac{1}{l} \sum_{i=t}^{l} \cos \left( \frac{\pi}{6} i + \theta \right) = 0, \]

Eq. (6.9) becomes

\[ E(W_{i=T} \mid N=n) = no\left( \xi^* - \xi_0 \right). \]  

(6.10)

The expected value of \( W_{i=T} \) is given by the expected value of Eq. (6.10) with regard to \( N \), that is,

\[ E(W_{i=T}) = E[E(W_{i=T} \mid N)] = E[no\left( \xi^* - \xi_0 \right)]. \]

(6.11)

Since \( E(N) \) is given by Eq. (6.4), the expected value of the negative run-sum is given by

\[ E(W_{i=T}) = \frac{n}{p} o\left( \xi^* - \xi_0 \right). \]

(6.12)

Since \( E \) is a time independent variable, the conditional variance of the negative run-sum for given \( N=n \) and \( T=t \) is given by the sum of variance of each term,

\[ \text{Var}(W_{i=T} \mid N=n, T=t) = \text{Var}[\sigma_t(\xi_0 - \xi_t)] + \text{Var}[\sigma_{t+1}(\xi_0 - \xi_{t+1})] + \ldots \]

\[ \ldots + \text{Var}[\sigma_{t+n-1}(\xi_0 - \xi_{t+n-1})] \]

\[ = \sigma_t^2 \text{Var}(\xi^*) + \sigma_{t+1}^2 \text{Var}(\xi^*) + \ldots + \sigma_{t+n-1}^2 \text{Var}(\xi^*) \]

\[ = \left[ no^2 + 2\sigma o \right] \sum_{i=1}^{t} \cos \left( \frac{\pi}{6} i + \theta \right) + \sigma^2 \sum_{i=1}^{t+n-1} \cos \left( \frac{\pi}{6} i + \theta \right) \text{Var}(\xi^*). \]

(6.13)

Applying the following relation (Thomas, 1971, p. 103)

\[ \text{Var}(Y) = \text{Var}[E(Y \mid X)] + E[\text{Var}(Y \mid X)], \]

the conditional variance of the negative run-sum for given \( N=n \) is

\[ \text{Var}(W_{i=T} \mid N=n) = \text{Var}[E(W_{i=T} \mid N=n, T=t)] + E[\text{Var}(W_{i=T} \mid N=n, T=t)]. \]

\[ = \left[ no^2 + C \sum_{i=1}^{T} \cos \left( \frac{\pi}{6} i + \theta \right) \right] \left( \xi^* - \xi_0 \right) + E[no^2 \sum_{i=1}^{T} \cos \left( \frac{\pi}{6} i + \theta \right) + \sigma^2 \sum_{i=1}^{T+n-1} \cos \left( \frac{\pi}{6} i + \theta \right) \text{Var}(\xi^*)]. \]

(6.15)

Taking \( 1/12 \)

\[ \frac{112}{12} \sum_{t=1}^{n-t-1} \frac{1}{l} \sum_{i=t}^{l} \cos \left( \frac{\pi}{6} i + \theta \right) = 0 \]

and \( 1/12 \)

\[ \frac{112}{12} \sum_{t=1}^{n-t-1} \frac{1}{l} \sum_{i=t}^{l} \cos \left( \frac{\pi}{6} i + \theta \right) = 0 \]

\[ \frac{112}{12} \sum_{t=1}^{n-t-1} \frac{1}{l} \sum_{i=t}^{l} \cos \left( \frac{\pi}{6} i + \theta \right) = n/2, \]  Eq. (6.15) becomes

\[ \frac{n}{2} C^2 + \frac{n}{2} \sum_{i=1}^{n} (\xi^* - \xi_0)^2 + (n\sigma^2 + \frac{n}{2} \sigma^2) \text{Var}(\xi^*). \]

(6.16)

Using Eq. (6.14), the variance of the negative run-sum is

\[ \text{Var}(W_{i=T}) = \text{Var}[E(W_{i=T} \mid N)] + E[\text{Var}(W_{i=T} \mid N)] \]

\[ = \text{Var}[no\left( \xi^* - \xi_0 \right)] + E[(no^2 + \frac{n}{2} \sigma^2) \text{Var}(\xi^*)] \]

\[ + \left[ \frac{n}{2} C^2 + C^2 \sum_{i=1}^{n} (\xi^* - \xi_0)^2 \right](\xi^* - \xi_0)^2. \]

(6.17)

Finally, taking account of Eqs. (6.4) and (6.5),

\[ \text{Var}(W_{i=T}) = \frac{n}{2} o^2 (\xi^* - \xi_0)^2 + \frac{n}{2} \sigma^2 \text{Var}(\xi^*) \]

\[ + C^2 (\xi^* - \xi_0)^2 \sum_{i=1}^{n} (\xi^* - \xi_0)^2. \]

(6.18)

The conditional moments of the negative run-sum for given \( N=n \) and \( T=t \) can be found by the moment generating function and the cumulant generating function, as used by Downer et al. (1967) to find run properties of stationary processes. The following notations are adopted: \( M_\xi \) and \( K_\xi \) are the moment and the cumulant generating function of \( W_{i=T} \) \( (N=n, T=t) \), respectively, \( K_\xi = \log M_\xi \) and \( K_\xi^* \) is the cumulant generating function of \( \xi^* \), and \( K_\xi^* m \) is the \( m \)-th cumulant of \( \xi^* \). Thus

\[ K_\xi(u) = \log M_\xi(u) = \log[E(e^{UW})]. \]

(6.19)

\[ K_\xi^*(u) = \sum_{m=1}^{m} K_\xi^m(u). \]

(6.20)

In particular,

\[ \kappa^* = E(\xi^*), \kappa^*_2 = \text{Var}(\xi^*), \text{ and } K^*_3 \]

\[ = E[\left( \xi^* - \xi_0 \right)^3]. \]

(6.21)

The cumulant generating function of the conditional negative run-sum for given \( N=n \) and \( T=t \) is given by

\[ K_\xi^*(u) = \sum_{i=t}^{t+n-1} \kappa^* \sigma^* u \]

(6.22)

where \( \sigma^* \) is defined by Eq. (6.2). The first two moments are the same as those given by Eqs. (6.8) and (6.15).
Looking at these results, the conditional expected value and variance of the negative run-sum for given \( N \) are, the expected value and the variance of the negative run-sum do not depend upon the phase \( b \).

The expected value and variance of the negative run-sum of a stationary series with the mean zero and the standard deviation \( \sigma \) are given by Dowser et al. (1967),

\[
E(W) = \frac{1}{p} \sigma (\xi - \xi_0) \tag{6.23}
\]

and

\[
\text{Var}(W) = \frac{2}{p^2} \sigma^2 (\xi - \xi_0)^2 + \frac{1}{p} \sigma^2 \text{Var}(\xi) \tag{6.24}
\]

The expected values of the negative run-sum of the stationary process and the periodic-stochastic process are the same. The variance \( V \) of the negative run-sum of the periodic-stochastic process consists of two parts, namely the variance \( V_s \) due to the stationary process, which is given by Eq. (6.24), and the variance \( V_p \) due to the periodicity in \( C \). This is expressed by

\[
V = V_s + V_p \tag{6.25}
\]

For a given series \( \xi \), the variance \( V \) depends on the truncation level \( \xi_0 \), the average of standard deviations \( \sigma \), and the amplitude \( C \). A relationship of the ratio of \( V_s \) to \( V \) to the ratio of \( C \) to \( \sigma \) is considered. This relationship as shown in Table 6.1 indicates that the variance of the negative run-sum of periodic-stochastic processes is mainly due to their stationary part, especially for the ratio of \( C \) to \( \sigma \) less than 0.5.

The distribution of the negative run-sum, \( W_{N,T} \), which cannot be obtained analytically, depends upon the distribution of \( \xi \), the truncation level \( \xi_0 \), the average standard deviation \( \sigma \), and the amplitude \( C \). The method used by Llamas and Siddiqui (1969) and the fitting of a theoretical distribution to experimentally obtained data may be a feasible way of finding the distribution of the negative run-sum.

Since in evaluating droughts of periodic-stochastic series of the monthly precipitation, deficit during a short period within the annual cycle, for example two or three month period including the specific months, may be of interest besides the longest duration and the largest deficit, the conditional distribution of the positive run-sum for given \( N \) and \( T=1 \) should be useful in practice. Since the moments of the conditional distribution may be given by Eq. (6.22) for a distribution of \( \xi \), and truncation level \( \xi_0 \), an average standard deviation \( \sigma \), and an amplitude \( C \), the conditional distribution can be estimated from the Pearson system of distributions on the basis of the first four moments (Johnson and Kotz, 1970). Once the conditional distributions are determined, it is possible to calculate their various probabilities.

6.2. Discussion on Drought Analysis of Periodic-Stochastic Processes

The techniques for evaluating drought characteristics of periodic-stochastic series are not well developed. For doing so, several promising methods are outlined herein. First, the use of the theory of runs, as applied in the previous section, is a promising method. The good aspect of this approach is that the definitions of run-length, run-sum, and run-intensity are clear and these properties may be studied analytically except when they are very complex. At the same time, this aspect has a weak point. That is, objective definitions are based on the analytical approach so that the physical meanings of the series involved may be ignored. Definitions of runs do not take into account the previous moisture conditions. The previous moisture state, or the previous run-sum, which affects the following conditions in physical and practical terms of the next run-sum, must be considered in evaluating the effect of the present or the next state. This point may become critical with a decrease of time interval of the series. Therefore, run properties without any modifications may not be sufficient to analyze the drought characteristics of periodic-stochastic series such as monthly or weekly precipitation series. However, for the secondary series, which takes the carry-over effect of an original series and therefore is a time dependent series, the run properties may be useful for studying drought characteristics.

Another possible technique in treating the droughts of periodic-stochastic processes is the use of partial sum series or of its cumulative series. The concepts of deficit and surplus, the maximum deficit or the maximum surplus, the range, and the maximum range, are connected to the general theory of water storage. Therefore, these concepts may be useful and proper for the drought analysis of runoff series. They might be

| Table 6.1. Relationship of the Ratio of the Variance \( V_s \) to the Variance \( V \) to the Ratio of the Amplitude \( C \) to the Average Standard Deviation \( \sigma \). |
|---|---|---|
| Case 1 | Case 2 |
| Distribution of \( \xi \) | Normal | Eq. (5.55) |
| \( \xi_0 \) | 0.0 | 0.0 |
| \( q \) | 0.5 | 0.58 |
| \( V(\xi) \) | 0.7979 | 0.6988 * |
| \( \text{Var}(\xi) \) | 0.3634 | 0.1699 * |
| \( V_s \) | 2.0000S^2 | 2.0101S^2 |
| \( V_p \) | 1.6069C^2 | 1.3650C^2 |

| \( C/\sigma \) | \( V_s \) \( / \) \( V_s \) \( + \) \( V_p \) |
|---|---|---|
| 0.1 | 0.999 | 0.993 |
| 0.2 | 0.969 | 0.974 |
| 0.3 | 0.935 | 0.942 |
| 0.4 | 0.886 | 0.902 |
| 0.5 | 0.833 | 0.855 |
| 0.6 | 0.776 | 0.804 |
| 0.7 | 0.718 | 0.750 |
| 0.8 | 0.660 | 0.697 |
| 0.9 | 0.606 | 0.645 |
| 1.0 | 0.555 | 0.596 |

* Obtained experimentally.
applicable for a rather long-range evaluation of
droughts than for a short term such as a few months.
Guerrero-Salazar and Yevjevich (1975) used the drought-
magnitude and drought-duration criteria on the basis of
these cumulative series. Their results of a case
study seem to support the expectation that the criteria
are useful for an analysis of long-term droughts. To
analyze the short-term periods, other concepts must be
added.

Still another alternative may be in deriving the
series by using the water budget, and to investigate
this series in the evaluation of drought characteristics.
Palmer (1965) developed such a method of calculating
the deficit and the surplus index, called the Palmer
index. Herbst et al. (1966) developed a rather simple
method, based on monthly rainfall data. The method
derives the effective rainfall in considering the
water carry-over from month to month. Though this
method includes subjective procedures or criteria, it
is useful and may have a possibility for further
developments. An application of the theory of runs
to these secondary series may help the investigation
of drought characteristics to be objective and quanti-
tative.

A comparison of these various techniques for the
same original data would be worth of trying in order
to find their advantageous or disadvantageous aspects.

Chapter 7
CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER STUDY

Under the inferred model of the stochastic com-
ponent of monthly precipitation over the Upper Great
Plains, generated samples in a systematic grid were
used to analyze drought characteristics. The deficit
area, the total areaal deficit, and the maximum de-
Ficit intensity were used as the primary drought
indices. Some other areal aspects of droughts were
also investigated. Drought characteristics of
periodic-stochastic processes were analyzed by using
the theory of runs.

The study leads to the following conclusions:

(1) The extreme that the whole area is completely
covered by a drought occurs very rarely in a large
area, such as that used in this study, for the truncation
levels at the median and the mean, though prob-
abilities of droughts over the area are shown to be
relatively high.

(2) Once the deficit area, the total areal
deficit, and the maximum deficit intensity were
computed, the areal drought structure was defined by
Eqs. (5.59) through (5.41).

(3) The probability of a drought covering a
whole subarea is more affected by the size than by
the shape of the subarea. For a small area, the
shape of the area affects probabilities of droughts.

(4) Probability distributions of the deficit
area within a subarea are affected by the truncation
levels, especially for a small subarea, as well as
by the size and the shape of the subarea.

(5) The total areal deficit of monthly precipita-
tion series can be obtained as a product of an
areally averaged standard deviation and the total
areal deficit of stochastic component series of
monthly precipitation.

(6) Under simple assumptions, run properties of
univariate periodic-stochastic processes were obtained
analytically. The conditional moments of the negative
run-sum for given run-length and the onset time, given
by Eqs. (6.8), (6.13), and (6.22), are expected to
be useful in practice.

(7) The variance of the negative run-sum, con-
sisting of the variance resulting from the stationary
stochastic process and the variance resulting
from the periodicity, is explained predominately by
the variance which results from the stationary stochas-
tic component.

Suggestions and recommendations for further
studies:

(1) Improvements in the regionalization of
important parameters of monthly precipitation series
for a large area are needed in order to accurately
describe the drought characteristics of monthly precip-
itation series over a large area.

(2) In generating new samples, at a systematic
grid of points over a large area, the border effects
should be investigated. Some properties of generated
series may be biased due to these effects, and the
generation method may not be as effective for the
solution of some problems as expected.

(3) Systematic and quantitative analysis of
observed data over a rather large area is very much
needed for the study of drought characteristics,
especially of areal coverage of droughts.

(4) The areal drought structure should be further
investigated by analyzing each deficit cell (instead
of using these combined multi-cell). Analysis of
characteristics of each deficit cell, such as its size,
shape, deficit intensity, and duration, would give the
physical explanation to process modeling.

(5) There is a need for developing advanced
techniques of evaluating the drought characteristics
of periodic-stochastic processes. By advancing con-
cepts of such techniques, by comparing their results,
and by finding positive and negative aspects, general
and objective techniques of evaluating drought
characteristics of periodic-stochastic processes would
be produced.
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Abstract: Under the concept that monthly precipitation series over an area are composed of deterministic components specified by periodic parameters and a stationary stochastic component, a mathematical model is developed of the area-time process of monthly precipitation, especially of the stationary stochastic component, using the Upper Great Plains in USA as an example. The independent identically distributed variables are obtained from the transformed stochastic component. Their regional dependence structure is given by an exponential decay function of the interstation distance. By using this model, new samples of time series over the area at a new grid of 80 points were generated in order to investigate area-deficit intensity drought characteristics.

The deficit area, the total areal deficit, and the maximum deficit intensity are used as indices of drought characteristics. Basic
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