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ABSTRACT

A method is presented for computing the probability or recurrence period of historical
droughts by using the longest negative run-length and the largest negative run-sum as basic
parameters of samples of a given size, and by using a given probability of the truncation
level, a given autocorrelation coefficient, and a given skewness coefficient. The applica-
tion of this method to selected annual runoff and precipitation series demonstrate its
feasibility. The statistical experimental method in generating large numbers of samples is
used to compute frequency distributions as the estimates of probability distributions of
the longest negative run-length and of the largest negative run-sum in a sample of size N ,
as descriptors of the largest historical droughts, for normal and nonnormal independent and
dependent stationary stochastic processes which follows the first-order linear autoregressive
model. Experimentally obtained values are checked with theoretical results for the distribu-
tion of the longest negative run-length when the observations are independent. A set of
graphs and a set of tables are presented to make the numerical values readily usable. Good
approximations for practical computations are demonstrated by fitting lognormal probability

distributions to the experimentally obtained frequencies.
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PROBABILITIES OF OBSERVED DROUGHTS

by

Jaime Millan* and Vujica Yevjevich**

Chapter I

DEFINITION OF PROBLEMS INVESTIGATED

1.1 Objectives. The first objective of the
present study is to determine the probabilities of
historic hydrologic droughts. The second objective is
to find the relations of these determined probabilities
to statistics of corresponding hydrologic time series.
This paper presents information in the form of equa-
tions, tables, and graphs that permit drought
probabilities and the relations between drought mag-
nitudes and the statistics estimated from time
series to be quickly determined.

1.2 Significance. In the past, standard
practice for designing reservoirs relied heavily on
the "critical perioed,'" defined as that period in
time when the historic record would have been most
critical with respect to water demands required from
a system. It is claimed [1] that design based on a
critical period results in a reservoir storage capacity
equal to the capacity obtained by using the total
length of record. However, to determine this critical
period accurately reliable knowledge of system per-
formance, particularly demand patterns and operational
Tules and policies, is required. In the absence of
this knowledge or because of complexity in obtaining
this kind of information, the critical drought period
is usually determined under simplified assumptions.
Even though some current design practices take into
account not only the critical drought period but also
the total deficit of water supply by a reservoir under
study, it still remains that this critical drought
period represents, in most cases, the largest part
of the deficit allowed by these design criteria.

W. Hall and A. T. Askew [1] found for 25
selected rivers across the continental United States
that the dates of the critical periods agree with the
dates of the major droughts in each region. Using
this information, in general, a historic drought is
considered that event for which most designs must
perform satisfactorily. This is based on the assump-
tions that the most severe drought to be observed
during the lifetime of a project will be about the
same as a previously recorded maximum historic drought.
The probability, however, that the critical drought
period observed in the past will be the same as the
critical drought period expected to be observed in
the future is usually small. The probability is large
that a very different drought will be observed.

The sample parameter describing the observed
drought in a period of N years is a random variable
like any sample statistic. Its distribution must be
known before statistical inferences about the proba-
bility of exceedence or nonexceedence of the magnitude
of that drought parameter can be made. The recurrence

interval (return period) of a drought is often derived
from the relative frequencies of historic drought
records. This approach is unreliable because of the
large sampling fluctuation of these frequencies. A
much more accurate method is required for these esti-
mations, one that is based on the properties. of the
structural mathematical model of a time series.

Because an unusually large or an unusually small
value of a drought parameter may occur in the data of
the historic sample by chance, the assessment of the
probabilities of such droughts has a practical signi-
ficance. This assessment requires the definition of
a representative drought for a descriptive parameter
of the drought and a given sample size. In this study
the mean value of a drought parameter is defined as
the representative drought.

1.3 Statistical Parameters Defining the Droughts

Relevant to this Study. The definitions of drought
parameters used in this investigation refer to statis-
tics of samples of given sizes and not to the popula-
tions from which samples are derived. Therefore,
interest is in finding the probabilities of exceedence,
or nonexceedence, of a drought descriptor in a sample
time series of size N , for a given type of hydrologic
process. Logically, these probabilities of sample
values of drought parameters are closely related to
population characteristics.

The statistical definitions of droughts refer
only to stationary stochastic processes, or with no
trends, slippages (positive or negative jumps), or
periodicities present in these processes. These
conditions are met only by the homogeneous and con-
sistent [(without systematic errors) discrete time
series of annual values of major hydrologic random
variables. As soon as the discrete series refer to
time units smaller than the year, periodicities in
various parameters of these series complicate the
analysis. This case of periodic-stochastic processes
of hydrologic time series is outside the scope of this
study, since the emphasis in this case is only on the
annual time series.

Later in the text it is shown that the exact
probabilities of some particular drought descriptors
to be or not to be exceeded in a sample of size N
may be derived only for independent processes.
However, many hydrologic time series are rather
dependent, either normal dependent or nonnormal inde-
pendent or dependent processes, for which the avail-

able exact probability distributions are not applicable.

Therefore, an experimental statistical (Monte Carlo)
method is used to derive the properties of sample

*Ph.D. graduate student, Civil Engineering Department, Colorado State University, Fort Collins, Colorado.

**professor of Civil Engineering and Professor-in-Charge of Hydrology and Water Resources Program, Civil
Engineering Department, Colorado State University, Fort Collins, Colorado.
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drought parameters of dependent normal and independ-
ent or dependent nonnormal processes. To assess the
reliability of this experimental statistical method,
the known exact probability distributions of a simple
descriptor are compared with the distributions
experimentally determined.

1.4 Runs as an Objective Definition of
Droughts. Runs are an objective definition of
droughts [2]. Runs of the sequence of a stochastic
variable (or a combination of stochastic and deter-
ministic-periodic components constituting a composite
sequence) also may be defined in various ways.

Figure 1 represents a discrete and a continuous
series of a variable x . By selecting an arbitrary
value x_ the continuous series is truncated at many
positive and negative discrete deviations. The
parameter x_, or the truncation level, can be any
predetermina?ed level and is usually expressed as a
function of the quantile, q , with q = P[x < x ] .
This level does not need to be a constant x_, o
because it may be a deterministic, a stochas%ic, or

a combined deterministic-stochastic process.

x(t) JE"—
|
I
I
I

> i

L

_‘

Definitions of positive and negative runs
for a truncation level x5 , with P(x<x4)=q,
for a discrete (lower graph) and a continu-
ous (upper graph) time series.

Fig. 1.

Various definitions of runs have been used in
hydrologic literature, with the two major run defi-
nitions, as descriptors of droughts, evident in
Fig. 1. These runs may be directly associated with
drought properties: (1) the distance between the
successive downcross and upcross as the negative
run-length for a continuous series, or the length of
the uninterrupted sequence of negative discrete
deviations, x; - X ; and (2) the integral of

negative deviations between the successive downcross
and upcross as the negative run-sum, for a continuous
series, or the sum of negative discrete deviations,
X; - X, of an uninterrupted sequence for a discrete
séries. The negative run-length can be associated
with the total length or duration of drought measured
with respect to a givemn x_ , which does not need to
be a constant but must be & function of time. Since
the negative run integral or sum as the measure of
the deficit is of more relevance for water resources
problems, it is given special consideration in this
study.

The critical drought period for a sample of
length N , as it is used by many investigators in
water resources computations, usually coincides with
the largest deficit in record. As a consequence
the largest deficit, as the negative run-integral
or négative run-sum, and the longest negative run-
length during a period of N years as the measure
of the duration of critical drought period, are
random variables whose probability distributions are
of interest to hydrologists, mainly for determining
the recurrence interval of the rare events.

1.5 Theoretical Background. The run-length,
as the descriptor of drought durations, has been
more widely studied because its treatment is simpler.
Saldarriaga and Yevjevich [3] have presented a
review of literature giving the exact properties of
distributions of run-lengths for independent random
variables, showing these probabilities to be inde-
pendent of the underlying distributions. When
observations follow the first-order autoregressive
(Markov) linear model of dependence, the distributions
in the power series expansion form are presented in
reference [3]; then they are integrated in an
approximate form, checked by the experimental statis-
tical method, and finally presented as a series of
graphs and tables.

The distribution of the run-sum (with the run-
sum studied because only the discrete series are
dealt with in the ensuing text) is more complex
to obtain even for the independent normal process.
For this case R. N. Downer, M. M. Siddiqui, and
V. Yevjevich [4] obtained the exact properties of
run-sums by using the cumulants of this process.
The first few moments of the distribution of run-
sums can also be obtained by using the crossing
theory; however, there is no method, known to the
writers of this paper, of obtaining the exact
properties of run-sums for normal dependent or non-
normal independent or dependent random variables.

The distribution of the length and size of the
critical drought period (or the longest run-length
and the largest run-sum for a givem x_ in a period
of N years) is more difficult to obtain and few
references are available in the literature. Cramer
[5] gives the asymptotic mean of the distribution of
longest run-length in the sample of size N as

log N

.- i, I
in which N 1is the sample size, q is P[x <x ] ,

u is the longest run-length in the sample, and °
0(1l) is the error of the order of one.

The theory of recurrence events as applied to
the computation of the probability distribution of
the longest negative run-length in a sample of size



N for the independent Bernoulli trials is given by
Feller [6, p. 322]. For q the probability of nega-
tive deviations X, - X s with x5 < xo , and

p = 1-q the probability of positive deviations

X - X with X3 > X, Feller gives the probability

that the first negative run-length of size r occurs
at the N -th trial, as an approximation,

-1 a-q) ., 1 ‘
hiled = [+ 1) -xylp yN+1 2)
with
y = Lipqt + (D) a2 @ pdh3 ... . )

According to Feller the probability for no
run of size r+l or greater to occur in N trials
is equivalent to the probability of the (r+l) -th
run occurring for the first time in the sample sizes
of N+i , i=1,2,...,0 . This probability is then

P(u<r) =

DGR ORNNO

1

" 8

By substituting Eq. (2)into Eq.(4), this probability
becomes

_ 1-qy s A
IS e e e O ®)

Though Eqs. (2) through (5) are approximations,
they may serve as the control of how the experimental

statistical aﬁﬁroach of the Monte Carlo method
reproduces the probabilities of longest negative run-
lengths of given size r to occur in a sample of
size N , with r <N .

1.6 Experimental Approach for Computing
Probabilities of Historic Droughts. As shown by
Eqs. (1) through (5), even in the case of independent
Bernoulli trials the probabilities of the longest
negative run-length, to occur in the sample of size
N , cannot be obtained exactly but can be only ap-
proximated. The accuracy of computed probabilities
depends on the number of terms in the polynomial of
Eq. (3) taken into computation. When the time series
is dependent, the computation of probability of the
longest run-length, r , to occur in the sample of
size N are not available, to the writers' knowledge,
in an explicit form of successive terms of various
degrees of accuracy, as was done for the independent
Bernoulli trials. The case of a largest run-sum not
to exceed a given value in a sample of size N is
still more complex to compute by an approximate
method in the case of an independent normal process,
and still more complex to determine in the case of
series with various types of normal dependent and
independent or dependent nonnormal processes. When
faced with this difficulty the investigator must
turn to the experimental method to obtain required
results. In the following chapters techniques are
presented for generating experimentally many equally
likely realizations of the stochastic process and
for computing distributions of the statistics of
practical interest.
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Chapter II

THEORETICAL BACKGROUND AND COMPUTATIONAL METHODS FOR DETERMINING DROUGHT PROBABILITIES

2.1 Selecting Parameters to Use for Investi-
gating Droughts by the Data Generation Method. With
runs accepted as the objective definition of drought
descriptors it remains to choose which particular
runs are of practical interest. As pointed out in
Chapter 1, one objective is to determine the prob-
‘ability distributions of parameters of the largest
drought in a sample. These drought parameters
usually measure the drought duration (length) and its
total deficit as the sum of negative uninterrupted
deviations. These two parameters and their mutual
relations are investigated subsequently. Since the
total water deficit may be more critical in water
resources problems than the drought duration, it was
decided to investigate deficit as the primary para-
meter, while including both its relation to the
duration parameter and the investigation of duration
parameter itself.

A computer program was set up in such a way
that the joint probability distribution of the longest
run-length and its corresponding run-sum in the sam-
ple is first obtained from the generated samples as
FN(Lmax’ D), with Lmax the longest run-length for

a given sample size N, and D
deficit of this run-length.

the corresponding
Because L is a
max

discrete variable while D is a continuous variable,
class intervals equally spaced as states are used
for D parameter, so that the problem is reduced
to a joint distribution of two discrete variables.
Just as for Lmax and D, the joint probability

distribution of the largest deficit and the corres-

ponding duration are obtained from the generated

samples as F (D, L) , with D the largest
N* "max max

run-sum as the deficit for a given sample size N ,
and the corresponding run-length L as the duration.

Again, the continuous variable Dmax is divided

into discrete states as equal class intervals, so
that both Dmax and L are considered as discrete

random variables.

Both distributions, F(L __, D) and F(D___, L),
max max

which are subsequently designated as F(Lm, D) and
F(Dm, L)

selection of four basic selective parameters:
the quantile probability (or the corresponding
crossing level, x_); (2) N , the sample size;
(3) p , the population first serial correlation
coefficient as the parameter of the assumed first-
order autoregressive linear model, and (4) vy , the
population skewness coefficient of a nonnormal
independent or dependent stochastic process.

respectively for this study, depend on the
(1) q,

The two basic joint distributions, F(L_, D;
a, N, p, v ) and F(D_, L; q, N, o, v ), permit,
then, the computation of the following derived
distributions:

1. F(Lm; q, N, p, v ), as the marginal

distribution of the longest run-length or drought
duration;

2. F(Dy; q, N, p, v ), as the marginal
distribution of the largest run-sum or drought
deficit;

3. F(D|Ly; a, N, p, vy ), as the conditional
probability of drought deficit given the longest
drought duration;

4. F(D|Ly =2; q, N, p, v ), as the condi-
tional probability of drought deficit given the
longest run is equal to a given duration, & ;

S. F(L|Dp; q, N, p, v ), as the conditional
probability of the drought duration given the
largest drought deficit;

6. F(L|Dp=4d; q, N, o, v ), as the condi-
tional probability of the drought duration given the
largest run-sum is equal to a given drought deficit;

7. F(Lyp = %|D =d; q, N, p, v), the condi-
tional probability of Ly being £ provided the
drought deficit is a value d , and

8. F(Dp=d|L=2;q, N, p, v ), as the
conditional probability of the largest drought deficit
being a given value d provided the drought duration
is a value 2 .

The problems at hand would decide which of
these eight marginal and conditional variables and
distributions would be used for a particular practi-
cal case of application.

2.2 Mathematical Models and Their Estimated
Parameters of Time Series Structure. The generation
of new hydrologic samples that preserve population
characteristics (in the form of preserving mathe-
matical models and their statistics of an available
sample as the estimates of population models and
parameters) is well known in hydrologic literature
[7, 8, and others]. In every particular case, it is
necessary to identify the models, and parameters in
the form of sample statistics, that should be pre-
served to determine experimentally the approximate
distributions of runs by the data generation method.

It has been shown [3] that the population
run-length properties for stationary processes are
independent of the mean and the standard deviation,
but they are dependent on the truncation level q ,
the population dependence structure of a series, and
the skewness of a population distribution. The same
cannot be said for the population run-sum properties
except that their magnitude is directly proportional
to the standard deviation of the process. Once the
run sum for the standardized variable (¢ = 1) is
known, the run sum for any o # 1 can be obtained
by multiplying the run-sums of the standardized
variable by o of the nonstandardized variable.
Therefore, the generated long samples with u = 0



and ¢ =1 , having a given truncation level (xg)

and measured by q , a given sample size N , a given
time dependence model measured by p , and a given
skewness coefficient vy , can be used for the analysis
of probability distributions of runs, thus covering
the situations most likely to occur under practical
conditions.

Previous studies [9] support the thesis that
the dependence structure of annual flows of most
rivers in the world can be approximated by the first
order autoregressive linear model. The general model
is

ot TRy

“u) v Yl-p"0 e, (6)

in which €. 1is an independent random component with
zero mean afid unit variance, and independent of xit;
Uy 1is the population mean; o is the population™

variance, and p 1is the first serial correlation
coefficient of the X —-series.

2.3 Obtaining the Independent Random Numbers
by the Data Generation Method. When the skewness
coefficient is zero and the kurtosis coefficient
three, generating e€; from a normal population
probability distribution, N(0,1) , preserves the
desired statistics.

When it is necessary to generate the independ-
ent random numbers with the skewness coefficient
different from zero, it is convenient to use
different population probability distributions,
generally either Gamma or lognormal [8]. In choosing
between a Gamma and a lognormal distribution, the
Gamma distribution is used in this study because it
was more convenient than the lognormal distribution.
For values of skewness 0 < y < 0.50 , the approxi-
mation used by Thomas and Fiering [10], as summarized
in Appendix I, is used. This approximation is
identical to the approximation given in the Handbook
of Mathematical Functions [11].

If t; are independent standard random numbers,
N(0,1) , then they can be transformed into dependent
random numbers ¢; , which follow a distribution with
the skewness coefficient +v ; this distribution is
almost like the Gamma distribution with the first-—
order dependence measured by p . This Gamma trans-

form is
.y
_ 2 Ye Y4 .3 2
€58 ;: (F = 36) A (N
where
3
(1 -07)
Yo o= sm—esea ae g (8)
£ [1_02)3/2 x

in which vy, is the skewness to be preserved. For
the proof o? this transform see Appendix I. This
approximation is good for yyx < 0.50 . For values

¥x > 0.50 it is necessary to use a much more time
consuming but exact procedure used by Yevjevich [10]:

& =% : ©

and

+ ¥Yl-p e, , (10)

in which g5 “is Gamma distributed with the mean
u = m/2 , with the variance = m/2 , the first

serial correlation coefficient p , and t. are
independent standard normal random numbersd N(0,1)

To generate the standard Gamma dependent
random numbers with the mean zero and the variance
unity, the transformation is

E xi-E & (i

2.4 Investigated Cases. For the four
varying parameters, q, N, p, and ¥y , it was
necessary to select several cases in the study for
each of them. If the numbers of cases are m, m,,

and m, for each, respectively, then the total

Mz 4

numbér of cases is m m, my m, Besides, the

number of samples to be generated for each case out
of (m1 m, My 4} -- cases must be determined.

In reference to the truncation level, x ,
the level used in the study of droughts is best®
expressed in the form of the quantiles of X, » as
the q -values, with q = P(X < x } The s@lected
nunber of q is m; =4, with q°= 0. 50, 0.40, 0.30,
and 0.20 .

The selected number of sample sizes, N , is
m, =5, or with N = 25, 50, 100, 200, and 500
years. Although the values 25 and 50 cover the
current samples in hydrology, the samples of sizes
100, 200, and 500 are used to determine experimentally
the distributions of run parameters, so that the
unrepresentatively large historical droughts may be

- referred to as samples of a larger size.

The selected number of the first serial
correlation coefficient, p , is my = 5 , with

p = 0.00, 0.10, 0.20, 0.30, and 0.70 . The first
four values are selected because they are the values
most commonly found in practice for annual river
flow series, and the last one was selected to study
the effects of high dependence in series on proper-
ties of run parameters of samples.

The selected number of skewness coefficients,
v » is m; =4, with y = 0.00, 0.20, 0.50, and

1.00 . It is assumed that annual series have the
population skewness coefficients y > 0 only. If
a sample has a negative skewness coefficient, it is
assumed that it does not differ significantly from
= 0 . This range of 0 <y < 1.00 covers most
of the cases for annual time series of hydrologic
variables of interest to drought analysis. In
summary, the total number of cases selected for

the study is m m, m; m, = 400 .

For a standardized series with p = 0 and
g =1 , for an approximate Gamma distribution in
case y > 0.20 , and a normal distribution
approximation in case 0 <y < 0.20 , Table 1 gives
the variable truncation values, to , for the four

values of q and the four values of v .
In using the generation of Gamma dependent

random numbers by Eqs. (8) and (9), the value m
in Eq. (8) is =8 for vy =1.00 for a given p .

The results of the selected 400 cases studied
are presented in a series of graphs. Besides

S e

i
&
3
i
i

it g G e e A e

SR s e S T e

R B e i A

X
k'

|
1
i
q
4



covering the situations most often needed for practical | becomes
conditions, the graphs permit an easy interpolation

within the selected ranges of four parameters, as well J= (m -p)vn S
as a limited range of extrapolation on one or both PL etk wy sk < 7> 0.95
sides of these ranges. W o= o =dg-=

Putting z = (mr - ur] /E]cr , Z 1is mormally dis-
tributed, N(0,1) , so that at least

TABLE 1 P(z fr¢5710) - P(z z_/ﬁ]lO} = 0.95 ,

TRUNCATION VALUES, X, s OF STANDARDIZED VARIABLE

FOR FOUR VALUES OF q AND FOUR VALUES OF < Bt
P(z < - /1/10) = 0.025
- d 0.20 0.30 0.40 0.50
is correct for - vn/10 = -1.96 , or n = 400 .
0.00 -0.841 -0.524 -0.253 0.000 . . . .
0.20% -0.841 ~0.524 -0.253 0.000 Since one value of a given run is obtained from
0.50 -0.8565 -0.5784 -0.3279 -0.0830 a generated sample of size N , the accuracy in the
1.00 -0.8516 ~0.6161 -0.3943 ~0.1639 determination of the mean run increases with an
increase of the number n of samples. In this way

generating a total of nN observations is necessary.
* For vy = 0.20 , the truncation level, t_ , is taken This number nN is selected as a constant, m = nN ,

the same as for y = 0.00 , with all ifferences | in this study and is m = 95,000 . For the selected
being very small. sizes, N , of samples, as N = 25, 50, 100, 200,
and 500 , the number of samples, n , becomes m/N ,
or

2.5 Selecting the Number of Samples to be
Generated. The central limit theorem leads to
the conclusion that the distribution of sample mean ¥ 25 S0 100 200 500
run, m_, is asymptotically normal N{ur, ar/n)

in which W, = E(mr) sy O is the variance of the n 3800 1900 950 475 192
sample run, and n is the number of samples from

which runs and the mean run, , are computed.

Since one objective in this stu§y is to determine The reason for more samples of size N for
the number n of samples of a given size N to be N = 25, 50, 100, and 200 , results from the need
generated in experiments in such a way that the to generate at least n = 400 samples for N = 200 ,
probability is at least 0.95 for the estimate m and about n = 200 for N = 500 . Once the m = nN
to be within the telerance limits . * ¢ /10, then random numbers are generated for N = 500 , they are

all used for the smaller values of N in order to
r Ur)] > 0.95 increase the accuracy of estimating distributions of
PG, - 190 2™ S Gig * pll 2.8 runs and of their general statistical parameters.




Chapter III

DISTRIBUTIONS OF DROUGHT PARAMETERS

OBTAINED FROM GENERATED SAMPLES

The probabilities of run-lengths and run-sums, as
‘defined in Chapter I, are obtained by using the
experimental statistical (Monte Carlo) method in gen-
erating a multitude of samples for variables of given
characteristics. The obtained probability frequency
distributions are presented in this chapter and in
Appendix II.

3.1 Verification that Distributions Obtained
by the Experimental Method Converge to Exact
Distributions. It is often convenient to verify how
well the probability distributions of sample statistics
are estimated by their cummulative frequency distribu-
tions obtained by generating a large number of samples
of a given process by the experimental statistical
method (in the subsequent text this method is called
the experimental method).

In the numerical approximate integration of
differential equations, a case is usually selected for
which the exact solution is known so that the results
of the approximate solution can be compared with the
exact solution and thereby verifying the approximation.
Similarly, the experimental method is an approximate
method of estimating properties of sample statistics
in the form of their approximate sampling frequency
distributions. By selecting a known exact probability
distribution of a sample statistic, and by experi-
mentally determining its sampling cummulative
frequency distribution, insight can be obtained on
how well the experimental distribution approximates
the exact distribution for a given number of generated
samples of a process.

The distribution of the longest negative run-
length to occur in a sample of N years for
independent observations can be obtained by using the
exact distributions given in Chapter I. Figure 2
shows the exact probability distribution of the
longest run-length in a sample of size N for the
independent standard normal variable, computed by
Eq. (5) for the crossing level g = 0.50 and five
values of N (25, 50, 100, 200, and 500), and
indicated as solid lines in Figure 2. For the same
five values, and indicated as dashed lines, the cum-
mulative sampling frequency distributions of the
longest run-length to occur in the sample of size N
for q = 0.50 are also given in Figure 2 as the
results of experimental method. The numbers n of
generated samples for N = 25, 50, 100, 200, and 500,
are respectively n = 3800, 1900, 950, 475, and 192.

Visual inspection shows that the exact and experimental-

ly determined distributions are essentially identical,
through, as it should be expected, the deviations
between these distribution curves increase as the
number n of generated samples decreases with an
increase of the sample size, N .
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Comparison of the exact sampling distributions

(solid lines) and the experimentally determined

frequency distribution (dashed lines) of the
longest run-length, , of a standard normal
independent variable for the crossing level

q = 0.50 and for five sample sizes N = 25, 50,
100, 200, and 500.

For an objective assessment of the proximity
between the theoretical and experimental distributions,
the means of these distributions are compared in
Table 2.

TABLE 2

COMPARISON OF THE EXPECTED VALUE, E(x), OF EXACT
DISTRIBUTIONS AND THE SAMPLE MEAN, X , OF
EXPERIMENTAL DISTRIBUTIONS FOR LONGEST NEGATIVE RUN-
LENGTH OF INDEPENDENT PROCESSES FOR g = 0.50 .

N E [x] x AX = E(x) - X
25 3.899 3.97 0.02

50 4.99 5.00 -0.01

100 5.99 6.06 -0.07

200 6.98 7.03 -0.05
500 8.30 8.25 0.05
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The differences, AX = E(x) - X , are very small,
ranging from 0.2-1.2 percent of E(x) , and they in-
crease with an increase of N (or a decrease of n),
as expected.

Kolmogorov-Smirnov tests were performed to
determine the proximity of the theoretical and experi-
mental distributions at the ten percent and one percent
levels of significance. All tests give insignificant
testing statistics, as summarized in Table 3 in which
N is the sample size, [Aiamax is the maximum

difference of probabilities of the two distribution
curves, and AF's are the critical values of
Kolmogorov-Smirnov statistics for given o -values.

TABLE 3
KOLMOGOROV-SMIRNOV TESTS OF PROXIMITY BETWEEN EXACT

AND EXPERIMENTAL DISTRIBUTIONS OF LONGEST NEGATIVE
RUN-LENGTH.

AF ALF
N (4F) for a = 0.10 for o = 1.01
max

25 0.0113 0.0198 0.0265

50 0.0104 0.0280 0.0374
100 0.0368 0.0395 0.0550
200 0.0313 0.0555 0.0748
500 0.0213 0.0867 0.1171

In conclusion, the experimental method of
generating samples of independent stochastic processes
gives very precise results for exact and experimental
longest negative run-lengths, for gq = 0.50 and five
different values of sample sizes.

3.2 Sampling Distributions of Drought
Descriptors Obtajined by the Experimental Method. As
stated in Chapted II, several drought descriptors of
practical relevance may be investigated by the
experimental method. In particular, distributions of
eight descriptors have been shown attractive for in-
vestigating droughts by this method. Although this
investigation is attractive, it is not feasible to
graphically present all information obtained for these
eight descriptors, given the number of combinations of
parameters q, N, p, and y . This section shows the
general form of the sampling distributions of
descriptors as outlined in Chapter II. Appendix II
presents graphically the sampling distributions of the
two most relevant descriptors in drought investigatioms,
the longest negative run-length and the largest
negative run-sum.

Agure 3 shows in a comparative way the sampling
distributions of the longest negative run-length, as
solid lines, and the negative run-length which cor-
responds to the largest negative run-sum, as dashed
lines, for two sample sizes N = 25 and N = 100 .

As it is expected, the negative run-length correspond-
ing to the largest negative run-sum is always smaller
than the longest negative run-length for a given
probability. However, as the run-length increases

the two distributions converge. lor the short run-
lengths the longest negative run-length is not
necessarily the run-length with the largest deficit.

However, for long run-lengths, the longest negative
run-length will be in general, very close to the
negative run-length of the largest negative run-sum.

1.0

0.5

Hg. 3.

Distributions of the longest negative run-

length for q = 0.50, p = 0.0, and v = 00,
and two samples N = 25 and N = 200,

(solid lines), and of the negative run-length
for the largest negative run-sum (dashed
lines).

Figure 4 shows also in a comparative way the
sampling distributions of the largest negative run-
sum, as solid lines, and the negative run-sum which
corresponds to the longest negative run-length, as
dashed lines, for two sample sizes N =25 and N =
100 . As expected, the negative run-sum corresponding
to the longest negative run-length is always smaller
than the largest negative run-sum for a given
probability. Also in this case, as the probability
increases the two distributions converge.

Figure 5 shows a presentation similar to that
of Fig. 3 for the negative run-length except that the
effect of two truncation levels, q = 0.50 and q =
0.20 , is shown for the sample size of N = 25 ,
instead of the effect of two sample sizes for a given
q . Figure 6 shows a presentation similar to that of
Fig. 4 for the negative run-sum except that the effect
of two truncation levels, q = 0.50 and q = 0.20 ,
is shown for the sample size of N = 25 . The
general conclusions of Figs. 5 and 6 are similar to
those for Figs. 3 and 4. The mean and the variance of
the negative run-length and the largest negative run-
sum increase with an increase of the truncation level,
q , and the distribution for the two parameters and
the same q coverage with an increase of the
probability value.

3.3 Correlation Between the Negative Run-
Lengths and the Negative Run-Sums. To better
represent the relations between the two parameters for
given q, N, p , and y , either between the longest
negative run-length and the corresponding negative
run-sum, or between the largest negative run-sum and
the corresponding negative run-length, the correlation
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Fig. 4. Distributions of the largest negative run-
sum for q = 0.50, o = 0.00, vy = 0.00, and
two samples N = 25 and N = 100, (solid
lines), and of the negative run-sum for the
longest negative run-length (dashed lines).

Fig. 5. Distributions of the same parameters as in
Fig. 3 except for N =25, p = 0.00, v =
0.00 , and two crossing levels, q = 0.50
and q = 0.20.
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Fig. 6. Distributions of the same parameters as in
Fig. 4 except for N =25, p = 0.00, v =
0.00 , and two crossing levels, q = 0.50
and q = 0.20.

coefficients are computed for these two statistics of
all generated samples. Table 4 gives these correla-
tion coefficients for both cases.

The general patterns for both correlated pairs
of sample statistics is as follows. The correlation
coefficients increase for small sample sizes with an
increase of the first serial correlation coefficient,

p , of the first-order autoregressive linear model.
However, as the sample size N increases the differ-
ence between the correlation coefficients becomes less
dependent on p . For N = 200 and N = 500 , the
number of samples is not sufficient in the experimental
method to clearly discern the patterns of the change of
correlation coefficient with an increase of p . For
all cases, however, the correlation coefficient
decreases with an increase of the sample size. Simi-
arly, the general pattern is that this correlation
coefficient decreases with a decrease of the trunca-
tion level, q , from q = 0.50 to q = 0.20 , for
small N and small p . As p increases this pat-
tern changes, and for p = 0.3 and p = 0.7 the
pattern reverses, so that the correlation coefficients
increase with a decrease of q from 0.50 to 0.20.
However, for large N these two patterns are also
valid, though the sampling variations for N = 500 do
not clearly show the trend of how rapidly the correla-
tion coefficient changes with a change of q for small
values of p . The skewness coefficient (changing

from y =0.00 , to v =0.20 , and to vy = 0.50)

seems to little affect the correlation coefficient.

The general pattern of correlation between the
above defined negative run-length and negative run-
sum seems to indicate that an increase of sample size
makes the correlation between the studied statistics
less important.
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3.4 Fitting Lognormal Probability Distributions
to Frequency Distributions Obtained by the Experimental
Method. The cummulative frequency distributions of
the largest negative run-sum were plotted on lognormal
Braph paper, and the Kolmogorov-Smirnov tests for the
goodness of the fit of the lognormal probability
density function was performed. The exact probability
distributions of the largest negative rumn-sum in
samples of N years seem not to follow a simple
probability function. However, practically for all
cases investigated the Kolmogorov-Smirnov tests gave
good results for fitting the lognormal function.

Appendix III presents the mean, the coefficient
of variation, the mean of logarithms, and the stan-
dard deviation of logarithms for distributions of the
longest negative run-length and the largest negative
run-sum for all cases considered in this study.

Though the longest negative rum-length is a
discrete variable (only integers are random events of
this statistic), the fit of a continuous lognormal
variable is considered as an approximation to the
discrete distribution, or, in other words, the proba-
bility densities at the inter variable values
multiplied by the unit time interval represent the
probability mass at the integer variable values.

The mean and the standard deviation of
logarithms, as parameters of the lognormal distribu-
tion, are computed by

1 y
N S : (12)

and

[in (n2 + 1Y%, (13)

=]
n

in which u, is the mean of logarithms, oy is the
standard deviation of logarithms, u is the mean,
and n is the coefficient of variation of the variable.

Figures 7 and 8 give examples of the fitted
lognormal probability distribution functions for the
largest negative run-sum, respectively for N = 25
and N = 50 . The five fitted curves are all for
q = 0.50 (the median) and y = 0.0 (normal variable),
and each fitted curve for a different p ( p = 0.0,
0.1, 0.2, 0.3, and 0.7). The general pattern 1is
that for large values of p (the first serial cor-
relation coefficient) the lognormal function starts
to deviate at the extremes from the frequency distri-
bution obtained by the experimental method.

The results of fitting the lognormal probability
distributions to cummulative frequency distributions
of the largest negative run-sum, obtained by the ex-
perimental method by using the Kolmogorov-Smirnov test
are shown in Table 5. In all cases but p = 7 the
fit of the lognormal distribution passes the
Kolmogorov-Smirnov test even at the o = 0.10 level.

11

TABLE 5

KOLMOGOROV-SMIRNOV TEST OF FITTING LOGNORMAL
PROBABILITY DISTRIBUTIONS TO FREQUENCY DISTRIBUTIONS
OF LARGEST RUN-SUM OBTAINED BY THE EXPERIMENTAL METHOD.

N o (4F) .. (4F)a=0.10  (4F)a=0.01
p=0.0  0.0033 0.0198 0.0265
p=0.1 0.0035

25 p=0.2 0.0030
p=0.3  0.015
0=0.7  0.055
0=0.0  0.005 0.0280 0.0374
p=0.1  0.020

50  =0.2  0.010
0=0.3  0.020
p=0.7  0.035

3.5 Relations Between the Parameters of Fitted

Lognormal Functions and the Basic Properties of
Generated Samples. It is often useful to develop
experimental relations between the parameters of a
given process and the parameters of distributions of
drought descriptors. The asymptotic value of the mean
of the longest run-length for independent variables,
as given by Cramer [5] and discussed in Chapter I,
suggests a relationship of the form

u=f[ln N, Ingq, 1n vy, In p] . (14)

Stepwise regression analysis was used to per-
form a series of multiple regressions to the relations
of the type of Eq. (14).

The independent variables used in this regres-
Sion analysis are: gq the truncation level, N the
sample size, p the first serial correlation
coefficient, and y the skewness coefficient. The
dependent variables are: uj; the mean of the longest
negative run-length Ly , ng the coefficient of
variation of Lys us the mean of the largest negative
run-sum Dy, ng the coefficient of variation of Dy,
(kp)y the mean of logarithms of Lp, (o), the
standard deviation of logarithms of Ly, (up)g the
mean of logarithms of Dy, and [anjs the standard
deviation of logarithms of Dp . The equations
obtained are in the form

u=a+blng+clnN+dlnp+e lny (15)

in which u 1is a dependent variable. Table 6 gives
the estimated regression coefficients. For all regres-
sion equations more than 90 percent of the variance of
the dependent variable is explained by the four
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Fig. 7. Fitting the lognormal probability distribution for the largest negative
run-sum for N = 25, q = 0.50 , v = 0.0 , and five cases of p (0.1,
0.2, 0.3, and 0.7).
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Fig. 8. Fitting the lognormal probability distribution functions for the largest negative run-
sum for N =50, q=10.50 , vy = 0.0 , and five values of ¢ (0.0, 0.1, 0.2, 0.3, and
o 12k ) 1~
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parameters, q.,N,p,and vy . Regression
coefficients of Table 6 then represent a condensation
of all information on the sampling distribution of

two statistics, the largest negative run-sum and the
longest negative run-length, provided Eq. (15) is

used for the investigated ranges of four parameters,
qQ, N, p and y . Table 6, examining the multiple
correlation coefficient shows that the four parame-
ters of logarithms ]E > (Opls » (up)s » and  (up)g
have a larger expla1ne3 variance in being predicted
by the four independent variables
than the parameters

q,N,p,and ¥y
(ujﬂ ) En)i 3 (u)s » and (n)s L

A detailed analysis of regression coefficients
and partial correlation coefficients reveals that the
most significant independent variables are the trun-
cation level q and the sample size N . Next in
importance comes the first serial correlation
coefficient p as the measure of dependence, while
the skewness as a basic variable has the least effect.
As expected, the skewness is more important for the
largest negative run-sum than for the longest negative
run-length. In fact, the longest run-length of an
independent series should not depend on the skewness.

For practical application one may need to know
the representative sample size, N , of given values
q, p , and y , for the longest negative run-length
Ly , observed in a sample of size N . The represen-
tative sample size, Ny , is defined when Ly is put
equal .to the mean longest negative run-length , ug ,
of Ny . The regression analysis then gives

In N, = -2.1125 + 0.68649 uy - (2.82021 In q

+0.07962 1n p + 0.00588 1n v ) , (16)

with g = Ly » or the longest negative run-length of

the available sample of size N 1is assumed equal to

ugy of the representative sample of size Np .

Equat1on (16) has the multiple regression coeff1c1ent
0.9046 , or R? = 0.8183 .

Similarly for the largest negative run-sum the

representative value, N, , is

In N, = -1.25358 + 0.65044 ug - (2.82957 In q
+0.08039 In p ) - 0.03641 1n y (17)

with pg = Dy , or the largest negative run-sum of the
available sample of size N 1is assumed equal to ug
of the representative sample of size N, . Equation
(17) has the multiple regression coefficient R =

0.8330 and R2 = 0.7023.

Equations (16) and (17) show that the predic-
tion of the representative sample size, N, , of the
sample longest negative run-length is somewhat better
(RZ = 0.82) than for the sample largest negative run-
sum (R2 = 0.70) In other words and for this latter
case, the run-sum should have a larger variation than
the run-length, or the linear multiple regression
€quation of logarithms is more appropriate for run-
lengths than for run-sums.

3.6 Use of Distributions Presented as Curves
in Appendix II. Probabilities of an observed longest
negative run-length and an observed largest negative
run-sum may be obtained from the graphs presented in
Appendix II. It is necessary, however, to perform the
interpolation between given curves when the parameters
in a practical problem do not coincide with the
parameters corresponding to the curves of the Appendix.
Since there are four parameters for interpolation
(Q , N, p, y) it seems at first glance that the
interpolation procedure may be tedious and inaccurate.
This is not necessarily so, and in most cases, the
simple linear interpolations give the desired prob-
abilities with an accuracy equal to the accuracy which
is limited by both the sampling errors of these curves
and the errors in reading the figure from the curves.

To illustrate the accuracy obtained in interpo-
lating between curves of these graphs, the probability
distribution of the longest negative run-length, L ,
and the largest negative run-sum, Dj , are produced
both by using the experimental method and the linear
interpolations in the curves of Appendix II for the
following parameter values: q = 0.45 , N=40 , p =
0.45 , and y = 0.40 . The comparison between the two
ways of obtaining probabilities P, for the experi-
mental method and P; for the interpolation method is
given in Table 7.

It should be noted that an interpolation
technique more sophisticated than the linear interpola-
tion would add little to the accuracy but would
increase the computations. In summary, the
probability distributions, estimated by the cummulative

TABLE 6
ESTIMATED REGRESSION COEFFICIENTS OF EQUATION (15)

u a b c d e R
vy 4.3080 4.1082 1.1920 0.00856 0.1160 0.9562
n, G.6200 -0.0400 -0.0702 0.00017 0.0023 0.9680
I 4.0556 4.3502 1.0797 -0.05598 0.1236 0.9342
n 0.7203 ~-0.0618 -0.0861 -0.00045 0.0073 0.9421
(un}£ 1.275 0.9024 0.2703 0.00156 0.0237 0.9870
(00, 0.5882 -0.0363 -0.0647 0.00015 0.0021 0.9706
{un]s 1.1336 1.1876 0.3046 -0.01619 0.0273 0.9796
(Gn}s 0.6729 -0.0453 -0.0776 -0.00040 0.0065 0.9490
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frequency distributions of the experimental method in
generating samples, and presented as curves in Appendix
II, may be used by linear interpolation to obtain the
estimates of probability distributions of run-length
and run-sum for any set of four parameters in the
ranges of their studied variations.

TABLE 7

COMPARISONS OF PROBABILITIES OF RUN-LENGTHS AND RUN-
SUMS OBTAINED BY THE EXPERIMENTAL METHOD (P_) AND
BY THE LINEAR INTERPOLATION OF CURVES IN APPENDIX II
(P.) .

1

Parameter Pe Pi AP = Pe - Pi
L s 0.479 0.490 -0.011
L %6 0.824 0.830 -0.006
Lm <8 0.946 0.940 +0.006
Dm =4 0.570 0.580 -0.010
Dm <6 0.863 0.850 +0.013
Dm <8 0.963 0.950 +0.013

3.7 Relationship of the Difference Between the
Population and Sample First Serial Correlation
Coefficients to Other Sample Parameters. The

parameters q , ¢ , and y in Egs. (16) and (17) are
Population parameters, N 1is a selective parameter,
whereas uy; and g are the estimates of the E(L,)

and E(D,) , obtained as the means of L and Dy

of a large number n of generated samples of size N ,
with the population values q , p , and ¥y . However,
each of n generated samples has different values of
q for given X5 » T , and g , with their means

tq/n , T , and g approximating closely q , p , and
G

In practice, only one series of size N is
available from which the drought descriptors are
obtained, with q , r , and g only as estimates for
q ., P, and y . By using the statistics q , r ,
and g 1in Eqs. (16) and (17), instead of q , o ,
and Y , the computed N, values have sampling error
because of the sampling differences q-9q,p-T,

and y - g .

As it was shown earlier, the parameter Yy does
not significantly affect the values of g , ug , as
estimates of Ly , and D, . The variation of y;
and ypg with a variation of g 1is more important,
as it is also the effect of variation of p . Two ways
can be considered for estimating or reducing the
differences q - q and p - T .

First, there may be a dependence of these
differences to sample statistics. If a regression
equation of these differences, as dependent variables
versus the statistics, as independent variables, may
be established, with a relatively high explained
variances of these differences, then the prediction
equations for estimating Aq =q -9, &p=p -T,
and Ay =Y-g, may be considered as best estimates,
so that gq + Ag , v + Ap , and g + Ay can be used
in Eqs. (16) and (17) instead of q , r , and g .

Second, the parameters q , p , and y may be
better estimated for a series if the regional analysis
and/or the investigation of physical conditions
Produce more information, and thus better estimates,
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than by using Ahe estimates q , r , and g from only
the data of a series. The procedure for obtaining
better estimates of q , p , and y for a series
either by the regional information on a hydrologic
variable or by studying the physical conditions is out-
side the scope of this paper.

As an example of the first approach, the study
of the difference p - r is presented. It is assumed
for this analysis that the occurences of unusually
prolonged droughts and prolonged high values, or of
unusually short negative and positive runs, in a small
sample affect all sample statistics or all differences
o - o« of a population parameter o estimated by the
sample statistic a . Particularly these differences
should affect the structure of autocovariances of this
sample series in such a way that high autocorrelation
will be obtained for unrepresentatively long run-
lengths and sever large positive and negative run-sums,
and ‘low or even negative autocorrelation for unrepre-
sentatively short run-lengths and mild positive and
negative run-sums. More specifically, the occurence
of very large or very small runs in a sample will be
directly related to the sample autocorrelation
coefficients. The hypothesis

s = f(Ns £s DSD: SSO) (13]
was tested as an example in which p is the population
first serial correlation coefficient, r is the sample
first serial correlation coefficient, N is the sample
length, g is the sample skewness, Dgp is the
largest deficit in a sample using the median as the
truncation level with q = 0.50 , and &5 is the

largest surplus in a sample using the median as the
truncation level, also with q = 0.50 .

The linear multiple regression of p - r on
on the other four parameters, N , g , Dgp , and Ssp
gave a multiple coefficient of regression of R = 0.49 ,
or 24.26 percent of the variation of p - r was
explained by the other four parameters. The replace-

ment of N in Eq. 3.7 by 1n N did not improve the
correlation, because R? remained at 24.88 percent.
For the case of p = 0 only, or for 500 values of

of five parameters p - r , N, g, D5p , and Sgp ,
the results of regression analysis were significantly
improved, with the variance of p - r explained by
the remaining four parameters for 46.6 percent, or the
multiple correlation coefficient R = 0.68 . The
regression analysis of p - r for only Dgp gave

R? = 0.33 , for only S5g gave RZ = 0.13 , and for
both Dsg and Sgg gave R? = 0.38 .

This example shows potential for improving the
estimates of differences q -q ,p -r , and v - g,
provided a sufficient number of pertinant statistics
from the sample are used in developing the prediction
equations for these differences. The detailed analysis
for development of these prediction equations is out-
side the scope of this paper, but any future develop-
ment in this direction will increase the reliability
of applying Eqs.(16) and (17) in determining the
representative sample size , N_ , for estimating
the return period, N, , of an observed drought in a
sample of size N.

The expectation is legitimate that a future
combination of the first and second approach in im-
proving the estimates A9 =q -q , & =p - r and
Ay =y - g and through them the parameters of
Eqs. (16) and (17), as g + Aq , r + &p , and g + Ay
may significantly improve the estimates of
probabilities of observed historic droughts in the
already available samples.



Chapter IV

EXAMPLES OF COMPUTING PROBABILITIES OF OBSERVED DROUGHTS

This chapter presents some applications of the
distributions of the longest negative run-length and
the largest negative run-sum. For determining the
recurrence intervals of an observed drought, it is
frequently advocated that a particular drought has a
recurrence period based solely on the length, N ,
of the historical data. The applications presented
in this chapter make use of the principles of computa-
tions of such probabilities or recurrence periods, as
developed so far in this paper.

4.1 Representative Drought of a Sample Size.

The largest drought in a historical record of N
years is only a sample statistic obtained from the
populations of the largest droughts for the given
sample size and the time series structure. If the
probability of this event being or not being exceeded
is 50 percent, this
distribution of the
which is either the

largest drought. This median run,
longest negative run-length or the
largest run-sum, is defined as the 'representative
drought'. In other words, when the historical drought
is close to this representative drought, it is thought
that the occurrence of the historical drought follows
the structure of a particular stochastic process, and
the length of the available time series can be used
for computing the recurrence interval. If, on the
contrary, the probability of exceedence of an observed
drought in a sample of size N is either very small
or very large, the largest historical drought is un-
representative of the sample, or it does not behave
according to the mean drought properties for the given
structure and length of a series.

To illustrate this point, several graphs are
presented that give relations among the representative
drought, obtained for the largest negative run-sum,
the sample length, and the structure of a stochastic
process. These relations for observations belonging
to normal variables, vy = 0.0 , either independent
or dependent following the first-order autoregressive
linear model, are shown in Fig. 9. For a given first
serial correlation coefficient, p , there is an ap-
proximate linear relation in the semi-log coordinates
between the size of the representative drought, Dy
(the median largest negative run-sum), and the sample
size, N . The slope of the straight line fit
increases with an increase in dependence, or with an
increase of p Figure 10 demonstrates the same
relation for the skewness coefficient vy = 0.20 .
patterns are the same as in Fig. 9 but with milder
slopes of fitted lines. The same patterns can be
observed in Fig. 11 for y = 0.50 and in Fig. 12 for
Yy = 1.00 . To summarize the results in Figs. 9
through 12, on the average, the size of the representa-
tive drought in a sample increases exponentially with
the increase of the sample size. The size of the
representative drought increases more rapidly for high
dependences with p large, and more slowly for a
large skewness coefficient.

The

The fit of straight lines in Figs. 9, 10, 11,
and 12 through the computed points makes it possible
to derive approximate relations of the intercept, a ,
and the slope, b , of these lines to the first serial
correlation coefficient, ¢ , for four values of ¥y
(0.0, 0.2, 0.5 and 1.0) . The intercept, a , is

is by definition the median of the
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defined in this case as the values of these straight
line fits at the intersection of a given N , for
example N = 20 . The relations of b to p are
given in Figs. 9, 10, 11 and 12 as separate graphs,
while the relations of a to p are not plotted.

The representative drought statistics, L or
Dp , and the representative sample size, N, , are
two concepts, but they serve the same purpose. The

representative droughts, as measured by the median
negative run-length, Ly , and the median negative
run-sum, are the droughts that would be exceeded or
not exceeded 50 percent of the time if many samples

of the given size N are generated by using the
structural model of a stochastic process. The
representative sample size, N;p , as defined at the
end of Chapter III, is the size of the sample that
should have the historical drought of a series equal
to the mean of the longest negative run-length or the
mean of the largest negative run-sum for a very large
number of generates samples of this sample size. Both
the representative drought and the representative
sample size serve the purpose of studying the proba-
bilities of historical droughts. It should be noticed
that for gq = 0.50 an approximate value of N, can
also be obtained from Figs. 9 through 12, for the
historical drought used as the ordinate and Nr used
along the N -axis.

4.2 Examples of Computing Probabilities of
of Historical Droughts for Runoff Annual Series.
Table 8 displays examples of annual series of ten
river gauging stations, with the probabilities Py
given in the form of the return period (Pp = 1/Np ,
with Np the representative sample size) for the
historical droughts. The historical droughts are
given by both the longest negative run-length and the
largest negative run-sum for the series available.
First, general parameters are given: N , sample size,
Q the mean river discharge, p the first serial
correlation coefficient, and vy the skewness coef-
ficient. Then the longest negative run-length and the
largest negative run-sum of the standardized variables
are obtained from the available samples. By using the
graphs of Figs. 9 through 12, the representative
sample size Ny is determined for the largest nega-
tive run-sum for q = 0.50 . These N. values are
given in Table 8 as the median values of the sampling
distributions of the largest negative run-sum.

The predicted representative values, Np. , for
the longest negative run-length and the largest
negative run-sum for four values of q (0.5, 0.4, 0.3,
and 0.2) are computed by Eqs. (16) and (17),
respectively. These representative drought values
are the means of the sampling distributions of the

run-length and run-sum.

Values of N,. obtained from Eqs. (16) and (17)
that are greater than 500 must be extrapolated by
these equations. This extrapolation outside the range
of N values that was available for deriving these
equations gives inaccurate results, so that all
computed values of Np greater than Np = 500 are
designated only as >500 . For computing drought
recurrence intervals greater than 500 years, simula-
tion of samples of 1000, 2000, or so years must be
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added to results of this study. In general, the
computed representative sample sizes, N, , agree
closely for the run-length and the run-sum for a given
level of truncation, q . However, they change from
one g to another. The Missouri and the Rio Grande
rivers show historic droughts as having very rare
occurrence, because the distributions of both the
longest negative run-length and the largest negative
run-sum show that the return periods of these historic
droughts are much greater than N. = 500 for q = 0.50.

The available annual series of the Mekong River
has large runs at truncation levels gq = 0.5 and
q = 0.2 but just about the representative drought
lengths at the truncation levels q = 0.4 and q =
0.3 . It should be noticed that the Mekong River has
negative skewness, so it is outside the range of the
validity of the developed graphs and equations. The
question is whether the value of g = -0.179 should
be considered as significantly different from y = 0 ;
besides, the effect of the skewness is relatively
small on the representative sample size, N, .

The Guadalupe River in Colombia and Cherry Creek
in California have run-lengths that just about produce
the representative sampmle sizes for all truncation
levels. For the Nasselle River the maximum differences
among the available sample size and the computed
representative sample sizes are less than 70 percent,
and a little more than 100 percent for the Guadalupe
River, both at the truncation level of gq = 0.2 . The
drought probabilities of these two rivers can be
adequately represented by the sample size and by using
the parameters of their annual runoff series. The
Rhine River, the Danube River, and the Nemunas River
with the aveilable sample sizes of more than 100 years
have smaller representative sizes of historical
droughts than the sizes of samples available while the
Gdta River has just about the same representative
sample size as the sample size of the historical
drought.

Hall, Askew and Yeh [1] considered from a study
of 25 streams in the United States that the historical
critical periods, as defined in Chapter I of this
paper, were ''significantly more severe than would be
predicted by synthetically generated sequences of
flows, using current standard methods.'" A study of
the data in Table 8 shows which rivers support their
statement and which do not support it by the results
of this study, if the criterion used is that the most
critical design period coincides with the historical
drought. The Missouri and the Rio Grande rivers for
all truncation levels and the Mekong River for the
truncation level of q = 0.5 are within the category
described [1]. However, all the other seven rivers
taken as examples, and by using the first-order
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autoregressive linear model, not only would reproduce
the historical droughts, but would also give, on the
average, either longer or larger representative
droughts for the sample available than the historical
droughts. This statement is well supported by stress-
ing that a value N < N is equivalent to having a
longer or larger historical drought in the available
sample than the sample size would produce if the
representative drought would occur.

Table 8 demonstrates a significant change of
N, with the truncation level q . In other words,
because of large sampling variations in the lengths,
sums, and shapes of the longest or largest negative
runs, the variation of Np with q should be
expected. Therefore, it is evident that the selection
of the truncation level for defining droughts
represents an important decision in determining the
probabilities (return periods) of historical droughts.

4.3 Examples of Computing Probabilities of

Historical Droughts for Annual Series of Precipitation.

Table 9 presents examples of 20 annual series of
precipitation in the Upper Missouri River Basin the
same analysis that was presented for the runoff series
in the previous section.

Values of N. for the precipitation series
show in general the same pattern as observed for the
runoff series. There are, however, some important
points to emphasize. First, the 20 annual precipita-
tion series may be divided in a rough manner into
long and short series. The only instances for which
the computed values of N, exceed the length of the
historical record by more than 500 percent is when
the historical record is long. For small historical
records the value of N never exceeds the historical
sample by more than 100 percent. An explanation for
this pattern is as follows. The short records, those
with less than 40 years of data, have a relatively
smaller mean than they would have were they longer,
because for short records the drought of the 1930's
represents a larger percentage of the total record
than for the long records. This has a significant
effect on the estimate of the truncation level,
because a short record has a much lower truncation
level, x_ , for a given q than a long record. The
smaller tﬁe truncation level for a short record the
smaller are the droughts.

The analysis of N values in Table 9 shows
similar patterns for precipitation as for runoff,
namely that for the same q the representative
longest run- Ength and the representative largest
run-sum have close values of N, . However, the
change of Ny is much more variable from one q to
the next.
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Chapter V.‘

THE CONCLUSIONS

The developed methodology for determining the
probabilities or the return periods of historical
droughts (recurrence intervals given in years) is
presented in this study. The basic statistical
parameters used to describe the largest historical
drought are the longest negative run-length and the
largest negative run-sum in a sample of size N .

The parameters describing the structure of a stochastic
process for a given probability q of the truncation
level of a series are the first serial correlation
coefficient p measuring the time dependence and the
skewness coefficient vy . This study leads to the
following conclusions.

(1) The presented method can be used to
determine when a historical or observed drought is
unrepresentative of the sample size and the stochastic
process for which the sample is observed.

(2) By determining the sample size N, to
which the historical or observed drought should belong
to be representative, the return period or the recur-
rence interval of the drought can be indicated by the
method.

(3) The frequency distributions as the
estimates of sampling probability distributions of the
longest negative run-length and the largest negative
run-sum in the sample of size N  are of practical
relevance to water resources and hydrologic investiga-
tions. As such they are presented in Appendices II
and III of this study for five sample sizes N(25, 50,
100, 200, 500), for four values of the probability
2 of the truncation level (0.5, 0.4, 0.3, 0.2), for
five values of the first serial correlation coefficient
p(0.0, 0.1, 0.2, 0.3, 0.7) , and for four values of the
skewness coefficient (0.0, 0.2, 0.5, 1.0)

(4) The sampling probability distribution of
the longest negative run-length for independent
stochastic processes can be obtained theoretically;
however, for dependent stochastic processes following
the first-order Markov linear model and for the
sampling probability distribution of the largest
negative run-sum it was necessary to use the statisti-
cal experimental (Monte Carlo) method in computing
the frequency distributions from a large number of
generated samples.

(5) To check the accuracy of the obtained
results of the experimental method, the exact probabi-
lity of the longest negative run-length was compared
with the frequency distribution of this run-length of
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generated samples. Satisfactory agreements were
obtained at the 0.10 level of significance by using
the Kolmogorov-Smirnov test.

(6) The nonnormality of the underlying
distribution as measured by the skewness coefficient @
only slightly effects the probability distribution
of the longest negative run-length. For p = 0.0 it
does not depend on the underlying distribution. For
the largest negative run-sum, however, the nonnormali-
ty has a much greater effect than for the longest
negative run-length.

(7) Although there are reasons to believe that
the theoretical probability distributions for the

" longest negative run-length and the largest negative

run-sum may be very complex mathematical experesions,
the fit of the lognormal probability function with two
parameters to the frequency distributions obtained by
the experimental method is very good considering the
expected complexity.

(8) Because the computation of probabilities
(return periods, or recurrence intervals) of historical
drought depends highly on the best estimates of q ,
o, and y , for a given N , the use of all regional
information for improving the accuracy of these
estimates will produce much more reliable estimates of
these probabilities.

(9) The differences between the population
parameters (q , o , y) and the sample estimates
(@, r,g) are related not only to the population
parameters but also to some other statistics of the
available sample. This properly may be used to
improve the estimates of the sample on which the
probabilities of historical droughts depend.

(10) The application of the method developed
in this study to 10 series of annual runoff and 20
series of annual precipitation indicates that for a
given truncation level the computation of return
periods for the longest negative run-length and the
largest negative run-sum are approximately of the same
order of magnitude. However, the representative
drought, N, , of a series is very sensitive to a
change in the truncation level parametes, q . This ﬁ
sensitivity indicates the importance of searching for
the most accurate estimation of the probability of a
truncation level.
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APPENDIX I

PROOFS FOR EQUATIONS GIVEN IN CHAPTER II

Approximation to the chi-square distribution
for large v, where v is the number of degrees of
freedom is as follows.

For v > 30
2 2 3
2 _ i T
X2 = v [1 2o, /Qv] (1.1)
in which ty is the standard normal variable, N(0,1),
and xi is the corresponding chi-square variable.
The skewness is given by
8
Y=J; » (1.2)

0.51 , Eq. (1.1) becomes

so for values of vy 5“%5
8_[1_
v2

which is chi-squared distributed with the mean
and the variance 2v . To obtain a standardized

deviate xj the mean is subtracted and divided by

Y2v  for Eq. (1.3), so that

2 Yog _
Y [1 *s b

x2
1

(1.3)

A

x

i . (1.4)
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For the dependence of the type of the first 4
order Markov model a further transformation must be '
made. Referring to Eq. (6) in Chapter II, the
standardized variable, y. , of the variable following
the first order Markov moéel, is

)

(xi = Wy

=p Y. 1/2 El

= 31 v = 0D) (1.5)

X

By definition E(y;) = E(y;j_;) =0, E(y%) =1, and
E(yi) = Yyh then Eq. (1.5) gives

3,3 1/2
o%yi

g 1+ 3 G- efyd #3680 - o]

3/2

3 _ w9
PiYiy * & (1 Dl) (1.6)

Taking the expectation of the terms in Eq. (1.6) then

3/2

Ty E(yf) = Df Yy + E(ei){l - D%] (1.7)
From Eq. (1.7) solved for E{ef} = 3 then
Y, @ -0
Yol gagd == 372 (.8)

The skewness coefficient v or ¥ is
different from the skewness coeffitient of Pz m
because of the effect of serial correlation.



APPENDIX II

This appendix gives the plotted cumulative frequency distributions
of the largest negative run-sum and the longest negative run-length in
the sample of length N of the normal and nonnormal independent variables,
with p = 0.0 , and of the dependent variables following the first-order
linear autoregressive model for four vaiues with p = 0.1, 0.2, 0.3, 0.7 .

The nonnormality was accounted for by generating the one-parameter gamma
variables that preserve the skewness coefficient, vy = 0.2, 0.5, and

1.0 . Four values q = F(xﬂ) » of the probabilities of truncation levels ;
X, »,0orq=0.50, 0.40, 0.30, and 0.20 , are shown in the first five all
pages; pages 26 through 30 present the probabilities for all values of
9, N,p and of y=0.00 and y = 0.20 for the longest negative run-
length, Lm » and pages 31 through 35 present the same probabilities

for values of y = 0.50 and vy = 1.00 . Pages 36 through 45 give the
probabilities for the largest negative run-sum, or the deficit D .

Each graph is identified by computer symbols Q , R , and G which
correspond to the symbols used in this text, q , o , and y . Five
frequency distribution curves on each graph obtained by the experimental
method, are given for five values of N (25, 50, 100, 200, 500) .
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APPENDIX III

This appendix gives the values of parameters of frequency distributions
presented in Appendix II. Table III-1 shows the mean and standard deviation
of the distributions of the longest negative run-length for five values of
N, (25, 50, 100, 200, 500) , five values of p, (0.0, 0.1, 0.2, 0.3, 0.5),
four values of the truncation level probability Q = F(xoj, (0.5, 0.4, 0.3,
0.2) , and three values of the skewness coefficient vy, (0.0, 0.2, 0.5) .
Table III-2 gives the mean and the standard deviation for distributions
of the largest negative run-sum for the same parameter values as in Table
III-1. Tables III-3 and the standard deviation of the logarithms, By oo
and the standard deviation of the logarithms, Gn , as computed by Eqgs.

(12) and (13) in Chapter III, for the distributions of the longest negative
run-length and the largest negative run-sum, respectively . These two
parameters refer to the approximate fits of lognormal distributions to

the computed frequency distributions.
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