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ABSTRACT: Estimating the peak discharge and time to peak are two most important factors in the design
of flood control structures. This article focuses on two-dimensional (2D) hydrological modeling application
in Malaysia. The objectives of this study are: (1) to evaluate the model performance in simulating the
rainfall-runoff relationship, (2) to compare the simulated peak discharge Q

p
from 1D and 2D models with

a flood frequency analysis and (3) to conduct a sensitivity analysis mainly to evaluate Q
p
 and the runoff

coefficient C. A 2D distributed model to simulate infiltration, overland flow and channel runoff was
successfully applied to a small tropical watershed in Malaysia. A grid size analysis considers the time to
prepare the input data, simulation time, model performance and post-processing of the results. It is found
thata resolution smaller than 90 m is bestto simulate runoff from small watersheds. A comparison with a
1D model showed that the 2D model parameters better represent the field conditions. The flood frequency
analysis alsoshows that the TREX model is beneficial in extending the results to extreme rainfall-runoff
conditions.The runoff coefficient C increased significantly by a factor of three from the 100-year rainfall
event to the PMP and the world’s largest events (C

PMF
,C

WMF
> 0.6).

Keywords: TREX Model,Small Tropical Watershed,Grid Analysis, Sensitivity and Uncertainty Analyses.

1. INTRODUCTION

Malaysia consists of two geographical regions divided by the South China Sea. Peninsular
Malaysia shares a land border on the north with Thailand and is connected by the two bridges
on the south with Singapore. The temperature in the tropics rarely exceeds 35°C because sun
heat generates the evaporation and rain formation. At night, the abundant cloud cover restricts
heat loss and minimum temperatures fall no lower than about 22°C. Peninsular Malaysia receives
an average rainfall of 2,500 mm.

In Malaysia, models from the United Kingdom (UK), United States of America (USA) and
Australia are widely used for rainfall-runoff simulations. Mah et al. (2007, 2010 and 2011),
Said et al. (2009) and Ali and Ariffin (2011) used the commercial software InfoWorks River
Simulation (IWRS) and Siang et al. (2007) used InfoWorks Collection System (IWCS) from
the UK to simulate rainfall-runoff. Hydrological models from the USA such as HEC group
model (i.e. HEC-RAS and HEC-HMS) (Yusop et al., 2007; Razi et al., 2010; Mohammed et
al., 2011), L-THIA program (Izham, 2010), MIKE (Billa et al., 2004 and 2006; Lim and Cheok,
2009) and MAYA 3D (Ghazali and Kamsin, 2008) have been used to simulate flood events.
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Teo et al. (2009) and Toriman et al. (2009) used the 2DSWAMP and XP-SWMM models from
Australia to simulate runoff. Except for the L-THIA and HEC group models, the other models
listed are not publicly available. Most hydrological modeling studies in Malaysia were carried
out using a one-dimensional (1D) approach. While modelers are aware of the advantages of
two-dimensional models, the lack of reliable information is the main reason why modelers
avoid using them (Eslamian, 2014).

The ability of the distributed two-dimensional (2D) TREX model to work with raster GIS
database and to go beyond the stochastic approach with 1D model provides the motivation for
this study. This model was applied on a small tropical watershed in Malaysia. The objectives of
this study are: (1) to evaluate the application of the TREX model into small tropical watershed,
(2) to determine the best grid size to represent the water depth, (3) to compare the estimated
peak discharge between flood frequency analysis, 1D model and 2D model and (4) to describe
the entire set of possible discharges and runoff coefficients for extreme events. For this study,
the classifications of the watershed size as defined by Singh (1995) will be used. He categorized
the area of a watershed that is less than 100 km2 is small.

2. TWO-DIMENSIONAL DISTRIBUTED PHYSICALLY-BASED TREX MODEL

TREX is a fully-distributed, physically-based model that can be used to simulate precipitation,
overland runoff, channel flow, soil erosion, stream sediment transport and chemical transport
and fate at the watershed scale (Velleux et al. 2008; England et al. 2007; Velleux et al. 2006;
Velleux 2005). This framework is based on the CASC2D watershed model (Julien et al.
1995; Johnson et al. 2000; Julien and Rojas 2002). TREX has three main components which
are hydrology, sediment transport and chemical transport and fate. The hydrological processes
simulated are rainfall (England et al. 2007; Velleux 2005; Velleux et al. 2006; Velleux et al.
2008; Abdullah 2013) and snowfall (precipitation), interception, snowmelt (Kang 2005),
and surface storage, infiltration and transmission loss and overland and channel flow.
Precipitation can be uniform or distributed in both time and space (Jorgeson 1999; Ogden
1992; Ogden and Julien 1993, 1994 and 2002; Ogden et al. 2000; Richardson et al. 1983)
and can also be specified using several grid-based formats to facilitate radar precipitation
data use. Infiltration and transmission loss rates are simulated using the Green and Ampt
(1911) relationship. Flow on overland and in the channel is simulated using the diffusive
wave approximation in two- and one-dimensional, respectively. The selection of the
computational time step was done by satisfying the Courant Condition. There are four main
processes in the TREX hydrological sub-model: (1) precipitation and interception, (2)
infiltration and transmission loss, (3) depression storage and (4) overland and channel flow
as shown in Figure 1.

3. SITE DESCRIPTION

Located in the State of Selangor in Malaysia, the Lui (small) watershed covers 68 km2 (Figure
2). The lowest elevation at the outlet is 80 m above sea level (ASL) while the highest point
reaches 1,200 m at the upstream end of the watershed. Approximately 87% of the area is
mountainous, and valleys cover 13% of the watershed area. The flow depth in the small
watershed ranges from 0.23 m to 0.99 m. The top width of the main channel is constant at 16 m
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along the river. The average channel bed slope was 0.04. The maximum observed discharge in
the main channel ranged from 0.74 to 17.17 cms during normal flow. The watershed is used for
agriculture and the residential area. Located near the equator, the watershed climate is
categorized as equatorial, being hot and humid throughout the year. The average rainfall
precipitation reaches 2,500 mm per year and the average temperature is 27 °C. Influenced by
the southwest and northwest monsoon, the study area falls into the west coast rainfall region,
where June and July are the driest months and November is the wettest.

4. MODEL PERFORMANCE EVALUATION

The Nash-Sutcliffe Efficiency Coefficient (NSEC) and Percent BIAS (PBIAS). The NSEC
and PBIAS will be used to evaluate the hourly value of discharges and volumes from the
simulated result, respectively. The value of NSEC can be between –� and 1.0, with NSEC =
1.0 being the optimal value (i.e. very good). PBIAS measures the tendency of the simulated
data (i.e. volume in cubic meter) to be larger or smaller than the observed data (Gupta et al.
1999). The optimal value of PBIAS is 0.0. In this study, the classifications for NSEC and
PBIAS defined by Moriasi et al. (2007) were used to determine whether the simulation results
is satisfactory, good or very good. The Relative Percentage Different (RPD) method is used to
evaluate the total volume, peak discharge and time to peak by comparing between observed
and simulated results. Positive and negative values indicate a model underestimated and
overestimated, respectively.

5. CALIBRATION AND VALIDATION

The small watershed hydrology was simulated using the TREX model. The Digital Elevation
Model (DEM) data for the site (Figure 3a) was obtained from the Department of Surveying
and Mapping Malaysia (DSMM) and resampled from 20 m (i.e. original resolution) to
90 m resolution. The DEM also allowed a delineation of the channel network with the
watershed. The channel network includes 1 link (i.e. channel) and 66 nodes for a total stream
length of approximately 6 km. The soil types and land use are shown in Figures 3b and 4,
respectively.

Figure 1: Overview of hydrological processes in TREX model
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Figure 2: Location of the small watershed on Malaysia’s map

Figure 3: Input data for the small watershed (a) DEM and (b) soil type
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The storm of May 14, 2009 storm is the largest recorded event and was used for model
calibration using the precipitation and flow records collected by the Department of Irrigation
and Drainage (DID). The calibration procedure focused on properly simulating peak flow,
time to peak and discharge volume at the main outlet. Model parameters subjected to calibration
were the effective hydraulic conductivity (K

h
), and roughness (i.e., Manning’s n) (Abdullah,

2013). The values of the calibrated parameters are summarized in Table 1. These values were
adjusted during calibration to achieve good agreement between measured and simulated
discharge.

The TREX model parameterization for the calibration on May 14, 2009 shows that peak
flow and time to peak were all accurately simulated at the outlet (Figure 5). A calibrated channel
Manning’s n (0.04) was within the range proposed by Zakaria et al. (2010). The RPD for peak
flow, time to peak and total volume was -16.8%, 4.2% and -3.2%, respectively. This statistical
metric indicates that the model performance is very good. The NSEC and PBIAS value for the
peak discharge and total volume were 0.8 and -11.1%, respectively.

Figure 4: Land use at study area

For the validation events (refer Table 2), the peak discharge, time to peak and total volume
found to be near-perfectly simulated with an average RPD value -4.6%, -5.44% and 8.1%,
respectively. The model is numerically very stable and matches the peak discharge, time to
peak and total volume. Performance evaluations for these simulations are presented in Table 2.
Rainfall events recorded in the wettest months (i.e., October, November and December) were
selected for the validation process and model performance evaluation. These scenarios were
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selected in order to observe the capabilities of the model to simulate high rainfall volumes
under Malaysia’s climate.

Table 1
Summary of Model Parameter (from Rawls et al. 1982 and 1993 and Maidment 1993)

Parameter Value Application

Interception depth (mm) 2.0 Agriculture
0.05 Urban / Commercial
5.0 Forest

Soil moisture deficit (-) 0.29 Sandy loam
Loams
Mountain – limestone

Capillary suction head (m) 0.14 Sandy loam
0.22 Loams
0.17 Mountain – limestone

Hydraulic conductivityK
h
 (m/s) 1.81 x 10-8 – 1.14 x 10-4 Sandy loam

9.44 x 10-9 – 3.67 x 10-4 Loams
3.20 x 10-11 – 3.20 x 10-6 Mountain – limestone

Manning’s n 0.02 – 0.20 Agriculture
0.01 – 0.08 Urban / Commercial
0.11 – 0.40 Forest
0.02 – 0.08 Main channel

Figure 5: Hydrologic parameter calibration hydrograph for the storm event on May 14, 2009
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6. GRID SIZE ANALYSIS

Different model grid sizes have a significant impact on simulation results (Blöschl et al., 1997).
Therefore, an appropriate grid size should be considered carefully to reduce the difficulty in
obtaining results (Grayson and Blöschl, 2000; Wu et al., 2007). Grid sizes ranging from 30 to
330 m were used to analyze the performance of the TREX model in estimating the peak
discharge, time to peak and total volume at a small watershed. The analysis of this watershed
was conducted by applying the calibrated and validated hydrologic parameters from Table 1.
The interception depth, soil moisture deficit and capillary suction head were same as shown in
Table 1. Only the hydraulic conductivity and Manning’s n were chosen because these values
control the peak discharge, time to peak and volume of the water (Velleux, 2005).

Figure 6 shows the hydrographs of the observed and simulated discharge at different sizes
of grid. This figure is used to evaluate the performance of the model graphically. The hydrograph
reveals that the model performed very good in estimating the peak discharge, time to peak and
rising and falling limbs grid size of 30 and 90 m and good for 150 m grid size. At a grid size
more than 150 m, the simulation results changed obviously. Time to peak simulated by the
model was clearly three hours earlier than observed. The estimated peak discharge and volume
of water were larger than observed. The rising and falling limbs indicated that the model did
not show at least the minimum level to be accepted.

Figure 6: Comparison of discharge hydrograph at difference grid sizes

Three statistical methods were calculated and plotted in Figure 7. The calculated NSEC
values for hourly discharges show that the model performance is very good for grid sizes of 30
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and 90 m and good at grid sizes 150 and 210 m (Figure 7– diamond symbol line). However, by
increasing the grid size from 210 to 330 m led to decreasing the NSEC values (unsatisfactory).
The performance of the model in estimating the total volume was compared to observed data
using the PBIAS method. The model showed a very good and good performance, as indicated
in Figure 7 (square symbol line), for grid sizes of 30 and 90 m and 150 m, respectively. The
application of the model using different grid sizes then becomes less significant as the hourly
volume estimated has not reached the minimum rating, i.e. satisfactory, for grid size coarser
than 210 m. The estimated volume decreased as coarser grid sizes were applied. The RPD
method indicated that the estimation of the peak discharge (Figure 7– triangle symbol line) and
time to peak at grid sizes up to 90 m is very good. However, for grid sizes of more than 90 m,
the discrepancies of simulated and observed time to peak increased from -9% to 33%.

Figure 7: The model performance rating as a function of grid sizes

The temporal and spatial distributions of water depth at various grid sizes were visualized
in 3D as shown in Figure 8. From this figure, water depth distributions are uncertain for grid
sizes larger than 150 m. Increasing the grid size from 30 to 330 m resulted in the inaccuracy of
input data such as DEM, land use and soil type (Abdullah, 2013).

7. ONE- AND TWO-DIMENSIONAL ANALYSIS

The comparison between 1D (HEC-HMS) and 2D (TREX) models was made. In Malaysia,
there were several studies conducted to simulate rainfall-runoff and rainfall-water surface profile
relationships. The most common software from HEC group was applied, i.e., the HEC-HMS
(Yusop et al., 2007; Razi et al., 2010) and HEC-2 (Mohammed et al., 2011). Both models are
capable of simulating the rainfall-runoff relationship in Malaysia, based on the historical events.
The HEC-HMS model gives the simulation results in terms of a hydrograph, while the HEC-2
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Figure 8: Comparison of the maximum water depth distribution for different grid sizes
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model produced the water level of the study area. Since the TREX model (2D) is capable of
producing a hydrograph of the study area, therefore HEC-HMS (1D) was chosen in this study
because a more meaningful comparison between both models can be made.

Table 3 shows the estimated peak discharge for the 100-year, PMF and world maximum
flood (WMF) events on the small watershed. The 1D model has the ability to estimate the peak
discharge for the 100-year and PMF events. However, the peak discharges estimated by the 1D
model for the WMF event are less than the 2D model. The difference between these two models
is 25%. In this study, the estimated peak discharges from a 2D model were assumed to be
reliable because the model use grid to represent the land use, soil type and elevation of the
watershed. In addition to that, the formulations to solve the hydrologic cycles are based on the
physically-based model which includes the mass balance and momentum equations. Whereas
the 1D is a lumped model which the properties of the watershed is presented as an average
across the watershed. Another reason that the 1D model cannot estimate peak discharge for the
WMF event is because the model assumed a linear relationship between Q

p
 and rainfall intensity,

i. The 2D model performs much better in simulating the nonlinear relationship between Q
p
 and i.

Table 3
Comparison of Simulated Peak Discharges (cms), Q

p
, between 1D (HEC-HMS) and

2D (TREX) Models for Different Watershed Sizes

Rainfall events Small tropical watershed

Rainfall intensity, Peak discharge, Q
p
 (cms)

i(mm/hr) 1D 2D

100-year 38 101 21
PMP 43 421 520
WGR 86 1,027 1,358

Another significant topic that should be included when comparing the 1D and 2D models
is the calibrated and validated model parameters. Both models use the Green and Ampt method
to calculate infiltration. The 2D diffusive wave approximation is used to calculate the overland
flow, while 1D diffusive wave approximation is used to estimate the channel flows in the 2D
model. However, these flows are calculated using only the 1D kinematic wave approximations
in the 1D model. The storm event on May 14, 2009 was chosen to compare between the observed
flow gage measurement, 1D model and 2D model. The allowable upper and lower limits of the
hydraulic conductivity and roughness were derived from the suggested values by Rawls et al.,
(1982 and 1993) and Maidment (1993). These values are 100 times higher and lower (as
suggested by Liong et al., 1989) for the upper and lower limits, respectively. The calibrated
and validated roughness’s are within the acceptable limit using 2D model but not for 1D model
(Table 4). This is because the 1D model use 1D kinematic wave approximation which force the
overland flow to be in one-direction, i.e., only flow in y-direction, by assuming that the channel
flow is in x-direction from upstream to downstream. Additionally, the 1D simulation is unable
to estimate the flooding area as compared to the 2D model, especially on the flood plains.

Figure 9 shows the comparison of the hydrograph produced by both 1D and 2D models.
The hydrograph simulated using calibrated and validated model parameters for 1D (dotted)
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and 2D (solid line – 30 m grid size and dotted and dashed – 90 m grid size) models are
comparable to the observed data (black dots). However, the calibrated and validated model
parameters are off from the acceptable limit for 1D model, as discussed in the previous paragraph.
When the acceptable model parameters were applied to the 1D model, the peak discharge is 5
times larger than the observed data (Figure 9 – dashed line).This is because the 1D model used
linear relationship between rainfall and discharge. The representations of the land use and soil
type are uniform through the watershed area.

Figure 9: Comparison of the hydrograph produced by the 1D (HEC-HMS) and 2D (TREX) models

8. FLOOD FREQUENCY ANALYSIS

Data were assumed to follow the Gumbel model distribution. This distribution model was used
for fitting the frequency distribution of extreme natural events at study areas. This model is
oneof the most recommended to analyze the frequency of floods (e.g. Reich, 1972; Lettenmaier
and Burges, 1982). The moment method was used to estimate Gumbel’s parameters as suggested
by Raynal and Salas (1986).

Peak discharge probabilities from the measured data are calculated using Weibull (1939).
Figure 10 was plotted on semi-log graph from the calculated values using Gumbel (1958)
equations for observed and fitted data, respectively. The 5% and 95% confidence limit were
calculated and plotted as a lower and upper limit, respectively. These graphs indicated that the
model can be used to estimate the peak discharges for the large event (i.e., from 2- to 100-year
return periods) as well as the stochastic approach. However, there are several advantages by
using the TREX model as compared to the stochastic approach. First, the simulated result can
be extended to the map and animation created aided by using any animation software such as
ArcGIS to determine the distribution of the area that likely would be flooded. From this map
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and animation, the contingency plan can be managed to evacuate people from the flooded area
by knowing the distribution of water depth spatially and temporally.

Secondly, the stochastic approach can only estimate the discharge for the year of N+1.
This means, for instance from Figure 10, the maximum year is 42 (N = 41 years of sample
data). When the TREX model has been calibrated and validated, the accuracy of the estimated
peak discharge can be beyond what the stochastic approach can provide. The extrapolation in
estimating peak discharge can be either high or low. This prediction will affect the cost of any
construction. For instance, to design a dam, the designs factor for discharge from return periods
should be longer than 50 years. If the stochastic approach cannot produce reliable results, the
cost for this project would increase by over predicting the peak discharge and vice versa. The
peak discharge that is simulated using the TREX model take into account the physical topography
such as the elevation, land use and soil type. The rainfall amount was applied from the recorded
data. For these watersheds, the quality of the rainfall data is more reliable when compared to
flow data. As a result, the estimated discharge by the model is more reliable.

9. SENSITIVITY ANALYSIS OF PEAK DISCHARGE AND RUNOFF COEFFICIENT

Sensitivity analysis was conducted to describe the entire set of possible discharges and runoff
coefficients, C, based on several combinations of upper, lower limits and calibrated/validated
values. From the sensitivity analysis, the uncertainty of the water depth distribution across the
watershed during these rainfall events (i.e., large and extreme events) will also be highlighted.
The upper and lower limits for each parameter are presented in Table 5.There are several
sources that contributed to the uncertainty of discharge, which includes the measurement error
in rainfall and discharge and the estimation of hydrological and hydraulic parameters in the

Figure 10: Comparison the daily maximum discharge between flood frequency analysis and
TREX model at small watershed
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hydrologic model. However, in this study, the uncertainty analysis of discharge was evaluated
using only hydrological and hydraulic parameters. The measurements of rainfall and flow are
assumed to be error free in this study. The K

h
 and Manning’s n vary widely between soil

classes and land covers, respectively. The variation of the Manning’s n depends on the type
and condition of vegetative cover, as well as the flow condition (laminar or turbulent). Upper
(UL) and lower (LL) limits of K

h
 and Manning’s n values were assumed to be 50% larger and

lower than the calibrated value. To simplify the analysis, only the variation of the overland
roughness was explored. These limits correspond to the maximum and minimum permissible
values of hydrology and hydraulic parameters (will be referred to as the model parameters in
the following paragraph) in a hydrological model as suggested by Liong et al. (1989).

Table 5
Parameter Bound for Uncertainty Analysis at Small Watershed:

Hydraulic Conductivity and Manning’s n

Parameter Lower Limit Upper Limit Application

Hydraulic Conductivity, K
h
 (m/s) 5.70 x 10-8 1.71 x 10-7 Sandy loam

6.55 x 10-8 1.97 x 10-7 Loams
2.17 x 10-7 6.51 x 10-7 Mountain - limestone

Manning’s n 0.085 0.255 Agricultural
0.025 0.075 Urban / Commercial

0.2 0.6 Forest

The Logic Tree Analysis (LTA) approach as described by Mishra (2009) was used. The
author suggests that this approach is particularly useful for uncertainty propagation when
parameter uncertainty is described using a limited number of possibilities (e.g., upper and
lower limit, and calibrated and validated parameter values). The ± 50% limits were chosen to
depict the plausible and realistic range of parameter uncertainty for the key inputs to assess
variability in the system outputs. However, in this study, there are some of the model parameters
exceed the Liong’s limit. In this case, the exceeding values are used and assumed to be valid.

The watershed runoff coefficients C are calculated using the rational method shown in
equation 1.

pQ
C

iA
(1)

Where C is a runoff coefficient; Q
p
 is a peak discharge [L3T–1];  is rainfall intensity [LTT-1] and

is a watershed area [L2]. This method was used with the assumptions that (1) the peak flow is
reached when the entire watershed is contributing to the runoff, (2) the rainfall intensity is
assumed to be uniform across the watershed and over a time duration, and (3) the peak discharge
recurrence interval simulated is equal to the rainfall intensity recurrence interval (i.e., the 100-
year rainfall intensity is assumed to produce 100-year flood discharge and so forth).

The simulated peak discharges obtained using combination parameters from Table5and
the result were tabulated in Table 6. Figure 11 shows the box plot of the peak discharges for
return period events from 2- to 100-year and extreme events, i.e., PMP and world’s largest
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rainfall events. The calibrated/validated (CV) values are presented with white box. The
distribution of the peak discharges are presented in the forms of box-plot, red-dotted, and line.

Table 6 shows discharges and runoff coefficients for different combinations of hydrologic
parameters. The peak discharges, as tabulated in the Table6, indicated that the possible peak
discharge value of small watershed is normally distributed for large events (Figure 11). The
same trend also can be found for extreme events. This trend indicates that during extreme
events, the Manning’s n do not affect the discharge. This happens because after a certain period
of rainfall, soil becomes fully saturated and roughness become smooth very fast as compared
to during large events. All rainfall becomes runoff and flows directly to tributaries and the
main channel. The runoff coefficient, C, value for the calibrated hydrologic parameters is
between 0.1 and 0.3 for large events (see Table 6 and Figure 12). However, the coefficient
drastically increased for extreme event, which was between 0.4 and 0.9. The maximum runoff
coefficient for the small watershed was calculated when the lower limit of Manning’s n is
applied.

10. CONCLUSIONS

The two-dimensional physically-based TREX model was successfully applied to a small tropical
watershed to simulate the large and extreme events. A grid size analysis indicates that as the
grid size increases beyond 100 m, the simulated results become less significant. Simulation

Figure 11: Box-plot the uncertainty for peak discharge, Qp
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Figure 12: Box-plot the uncertainty for runoff coefficient, C

time required by the TREX model decreased significantly when coarser grid size is used. This
study suggests that grid sizes between 30 m and 90 m is best to represent the water depth
distribution across the watershed. The flood frequency analysis can be extended by using the
TREX model with the PMP and the WMP events. The advantages of using this model as
compared to other approaches are: (1) the simulated results can be presented with maps and
animation, (2) the peak discharge that is simulated using the TREX model takes into account
the physical topography (i.e., the elevation, land use and soil type), and (3) the model use
gridded DEM, soil type and land use data to represent the physical topography. The runoff
coefficient C increased significantly (i.e., a factor of three) from the 100-year rainfall event to
the PMP and the world’s maximum precipitation events for all watersheds (C

PMP
,C

WMP
> 0.6).
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